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ABSTRACT

In complex product development, coordination is the act of managing dependencies between artifacts. Socio-technical coordination is the achievement of coordination through the alignment of organizational structures and product structures. Socio-technical coordination is achieved in hierarchical product development organizations by aligning the organizational structure with the system architecture. However, within virtual community-based product development such as open source development, the organizational structure is not designed by a central authority. In contrast, the community evolves as a result of participation of individuals and their communication with other individuals working on the project. Hence, understanding and quantifying socio-technical coordination is particularly important in open-source communities.

Existing approaches to measuring socio-technical coordination are based on the congruence between ideal communication and the actual communication structures within communities. The primary limitation of existing approaches is that they only account for explicit communication between individuals. Existing measures do not account for the indirect communication between individuals and the shared knowledge that individuals working on a joint project possess. Due to these limitations, the socio-technical coordination values have been observed to be very low in the existing literature.

We propose two alternate approaches to measuring socio-technical coordination based on clustering techniques. We illustrate the approaches using a case study from an open source software development community. The proposed approaches present a broader and more encompassing view of coordination within open source communities.
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1 INTRODUCTION: SOCIO-TECHNICAL COORDINATION

1.1 Overview and the need for measuring socio-technical coordination

Coordination within an organization can be defined as "integrating or linking together different parts of an organization to accomplish collective sets of tasks" [1], or "management of dependencies" [2, 3]. Various methods, including informal communication, group meetings, email and forum discussions, and development of plans and rules can be employed to achieve coordination within an organization. Three types of coordination approaches are defined by Herbsleb and Grinter [4] as: 1) architecture-based coordination, 2) plan-based coordination, and 3) process-based coordination. Architecture-based coordination is associated with product modularization, which is applied to reduce dependencies across modules in a product. Plan-based coordination involves the development and integration of plans and timelines to ensure the accomplishment of interdependent tasks. Process-based coordination is achieved through development and modification of management processes.

A widely adopted strategy to achieve coordination is the alignment of organizational structures with product structures. The coordination achieved through the alignment of organizational structures and product structures is referred to as socio-technical coordination [5]. Recently, a measure called socio-technical congruence has been proposed in the literature to quantify the extent of socio-technical coordination [5]. Existing studies in organization science indicates that the alignment between design of organizational...
structures and product structure is beneficial for product development. High level of socio-technical congruence has been shown positive influence in productivity and product development rate [5, 6], while a lack of coordination has negative effects on productivity [7, 8]. Besides, existing literature also suggests that organizational structure affects the structures of products developed by that organization. The effect is commonly known as the Conway's law: "any organization that designs a system will inevitably produce a design whose structure is a copy of the organization's communication structure" [9]. Finally, it has been hypothesized that because the communication patterns between individuals are driven by the product dependencies, the social structure of organization matches the structure of product [10]. This hypothesis is known as the mirroring hypothesis [11].

Our goal in this paper is to develop approaches for computing socio-technical coordination in virtual communities involved in developing open-source products. Understanding of the socio-technical coordination is important in open source communities because it helps in determining the impacts of product structures on community structures and vice versa. Furthermore, understanding of socio-technical coordination may help in increasing the success of open source projects, particularly, the open source hardware projects.

1.2 Review of existing literature

As discussed in Section 1.1, the literature on socio-technical coordination is associated with two concepts: mirroring hypothesis and socio-technical congruence. The mirroring hypothesis states that the technical dependencies and communication patterns are mirrored with one another in the product development processes [10]. Existing studies on mirroring hypothesis are focused on analyzing the correspondence between technical dependencies and communication patterns based on empirical case studies. Different levels of correspondence between technical dependencies and communication patterns are displayed in existing empirical studies. Colfer and Baldwin [10] present a detail review of literature by comparing 102 empirical studies ranging from different levels of organizations, including a single firm, across multiple firms and open communities. Based on the studies, the authors conclude that mirroring hypothesis is more prominent in single firms, less prominent in the studies across multiple firms, and are least prominent in open communities. Camuffo and Cabigisù [12] and Hoetker [13] analyze the extent to which modular products are associated with modular organizations. Camuffo and Cabigiosu [12] study the inter-organizational relationships between the manufacturers and suppliers based on an example of air conditioning industry. Kratzer et al. [14] analyze multi-institutional communication patterns in the space industry and conclude that the informal communications play a strong role in achieving coordination between different activities.

While mirroring hypothesis is focused on correspondence between technical and organization structure during the product development process, socio-technical coordination [15] is based on the assumption that the organizational structures should match the technical dependencies. Cataldo et al. [5, 6] introduced the concept of congruence as a measure for coordination activities carried out within an organization. The congruence measurement is based on the comparison of matrices representing coordination requirements and actual coordination [6]. Coordination requirements refer to coordination activities that should happen due to the technical dependencies of a product. The actual coordination is the set of coordination activities that individuals are engaged in through multiple communication methods such as face-to-face discussions, emails, and online forums. Sosa [16] extends the analysis of congruence by analyzing not only the coordination requirement that are met but also unpredicted and unintended integrations. The impacts of socio-technical congruence on performance are also highlighted in existing studies. Different measures of performance are used by different authors. For example, Cataldo et al. [6] employ resolution time as a measure of performance, and show that lower resolution time, namely better performance, is observed when the congruence are high. Kwan et al. [17] apply the success of software builds as a measure of performance and show the congruence is proportional to build success by collocated teams.

1.3 Research gap and paper outline

The limitation of existing approaches for socio-technical coordination when applied to open source processes is that existing approaches compare the information exchange between teams, which are not well defined in loosely coupled open source communities. The congruence measures are calculated by analyzing the direct interactions between individuals. However, in open source processes, the number of individuals is generally very large. The values of socio-technical congruence are very small due to the fact that participants work on different aspects of the code. We have observed values less than 1% in our studies of some open source software (see Section 3.3). However, the small value of congruence does not necessary mean that the coordination is not taking place. As the number of participants increases, the coordination requirements grow at a faster rate than the actual coordination. Hence, the socio-technical congruence calculated according to direct communication actually reduces. Additionally, the existence of dependencies between modules does not necessarily imply that the corresponding individuals must communicate. Coordination may also happen through a) shared
knowledge within communities, and b) prior communication on related dependencies. Such mechanisms of coordination are not captured by the socio-technical congruence measure. Hence, the existing socio-technical congruence measure provides inadequate information about coordination in open source communities.

To address these limitations, we present an alternate approach to measuring coordination. The approach is based on identification of communities via clustering analysis and comparison of ideal communities with expected communities. The underlying hypothesis is that if individuals have closer communications with each other, they are part of the same community, and they share some common knowledge. Because of this common knowledge, they do not need to communicate for each and every dependency. In the proposed approach, instead of comparing networks at the individual link level, the networks are first clustered into communities and then the resulting clusters are compared to measure the socio-technical coordination.

The paper is organized as follows. In Section 2, the proposed cluster-based approach is described in detail. Our approach for modeling of product and communities as hybrid networks is presented in Section 2.1. The clustering techniques employed in this paper for bipartite and 1-mode networks are highlighted in Section 2.2. The cluster comparison methods are described in Section 2.3. In Section 3, the proposed approach is applied in an open source software community - Drupal. The data collection process for Drupal is discussed in Section 3.1. The outcomes of the clustering step are discussed in Section 3.2. The baseline results from coordination measured using existing socio-technical congruence measure and Sosa’s approach [16] are presented in Section 3.3. The results from the proposed approach are presented in Sections 3.4 and 3.5. Finally, closing comments are made in Section 4.

2 PROPOSED CLUSTER-BASED APPROACH FOR SOCIO-TECHNICAL COORDINATION

2.1 Modeling products and communities as hybrid networks

Let \( V_p = \{p_1, p_2, ..., p_m\} \) denote a set of open source software developers (referred to as “people”), and \( V_f = \{f_1, f_2, ..., f_n\} \) denote a set of source files (referred to as “products”). The input to our analysis contains three networks: i) people network, ii) project network, and c) people-project bipartite network. A combination of the three networks with the three types of links, as shown in Figure 1, is called the hybrid network. The files are represented as circles and the links are represented as arrows. Ideally, the communication between individuals and dependencies between files are directed in nature. However, we model them as undirected edges for initial analysis presented in this paper. The approach will be extended to account for the directed nature of edges in the future.

![Figure 1 - Generation of the hybrid networks with three types of links](image)

i) People network \( G_p(V_p, E_p) \): An edge \((p_i, p_j)\) in \( E_p \) (undirected, weighted) represents the communication between developers \( p_i \) and \( p_j \), and the edge weight (an integer) represents the volume of that communication, i.e., the number of times two individuals communicate with each other. This is shown as links between individuals in Figure 1.

ii) Product network \( G_f(V_f, E_f) \): This network contains information about the product interdependency. An edge \((f_i, f_j)\) in \( E_f \) (undirected, weighted) implies that there exists a dependency between two files \( p_i \) and \( p_j \), and the edge weight represents the degree of that dependency. Two files are considered dependent if there is at least one function call between the two files. The edge weights correspond to the number of function calls across the files. Edges \( E_f \) are shown as arrows between circles (projects) in Figure 1.

iii) People-product bipartite network \( G_b(V_p, V_f, E_b) \): This is a bipartite network where each node represents either a developer or a source file, and an edge \((p_i, f_j)\) in \( E_b \) (undirected, unweighted) represents the information that the developer \( p_i \) has contributed to the product \( f_j \). The edges are shown as dashed lines in Figure 1.

2.2 Clustering techniques for bipartite and 1-mode networks

Our first step is to individually cluster the bipartite network and two 1-mode networks. To perform clustering, there are many well known community detection methods that can be used (e.g., [18-20]). We use the Louvian method [18], which is one of the more recent widely-used algorithms. This algorithm is an adaptation of one of Newman’s classical methods [19], and implements a greedy heuristic to optimize “modularity” [21] of clustering. Modularity is a measure of the quality of a division of a network. Modularity measures “the fraction of the edges in the network that connect vertices of the same type (i.e., within-community
edges) minus the expected value of the same quantity in a network with the same community divisions but random connections between the vertices” [21].

The main idea of the clustering algorithm is as follows: Starting with each element in a “community” for itself, the algorithm deploys an iterative approach to migrate elements into communities so as to optimize the increase in modularity at every stage. At the start of every iteration, all elements are visited in a sequential order, and for each element i, a community is determined, which by recruiting i would result in the largest positive value increase of modularity. Note that this search needs to be restricted only to those communities with which i shares a neighbor and to those in which the change in modularity is positive. Furthermore, the value by which the modularity would change owing to the migration of a given element i to a give community can be calculated in constant time. The sequential order processing is repeated iteratively until there is no further change in the community compositions. This completes the first phase. In the second phase, a new meta-network is constructed by representing each community resulting from the previous phase by one meta-node and connecting those pairs of meta-nodes which share at least one edge in common. The algorithm terminates when communities stop changing.

Although the Louvian method does not guarantee optimality of modularity, it is effective in producing high quality clusters in practice [18], and the tool is available as part of Gephi [22], which is a popular open source graph visualization and analysis toolkit.

Modularity of the output clusters were computed differently for the unipartite and bipartite networks. For unipartite networks, modularity was calculated as per the standard Newman’s formula [21], which calculates the fraction of intra-cluster edges obtained by the clustering and then subtracts the fraction as would be obtained in a random network with identical vertex degree distribution (to negate for the random factor). There are multiple ways to calculate modularity in bipartite networks [23-25]. We used the expression given by Murata [25] because it does not enforce a one-to-one mapping between clusters from both sides.

2.3 Cluster Analysis Methodology

In this section, we outline the steps carried out in analyzing the results of clustering. We present three levels of comparisons between the two individual networks (people and product) and the bipartite network. Each of these three comparative methods provides a different insight as explained below. The primary question driving our analysis is: what is the extent of socio-technical coordination within open source communities?

2.3.1 Link-link comparison

The first way is based on the existing work by Cataldo et al. [5, 6] and Sosa [16]. As discussed in Section 1.2, the existing approach to measure socio-technical coordination is to calculate congruence [5, 6] based on coordination requirements and actual coordination activities among individuals. The coordination requirement network consists of communication links that should ideally be present between individuals in order to resolve product dependencies. While actual coordination records the communication that is actually happening among individuals. The matched interactions [16] are defined as the number of links that occur in both coordination requirement network and actual communication network. The ratio of matched interactions to the total number of links in the coordination requirement network is the socio-technical congruence [5, 6].

Sosa’s approach [16] is another approach for link-link comparison where, matched interactions are defined in the same way as congruence. The potential unattended interactions are defined as the links that present in the coordination requirements network but absent in the actual communication network. Finally, the links present in the actual communication network but absent in coordination requirements network are called unpredicted interactions.

Both these approaches are based on direct comparison of the links between ideal communication network and the actual communication network. In the context of our open software community data, this can be achieved by deriving the ideal communication structure between individuals based on the bipartite network and the 1-mode product network, and comparing the ideal communication structure with the actual 1-mode people network. This approach assumes a strict definition of coordination and uses direct communication between individuals as an indication of coordination. This approach provides a way to quantify the number of conserved as well as unique links at the finer-level of individual people and their connections. As discussed in Section 1.3, this does not provide any insights into the underlying community structure as it uses only the original input networks as input. The results from link-link comparison are presented in Section 3.3.

Note that a similar approach can also be applied in the other direction – comparing the ideal dependencies between products based on the communication between individuals with the actual dependencies. This can be used to check the validity of the Conway’s law for this project. However, we only focus on coordination in this paper.

2.3.2 Cluster-cluster comparison

An orthogonal approach is to compare the communities detected within the people network against the communities detected from the other network. In the
context of our analysis, this is achieved by generating clusters (aka. communities) for all three input networks and then comparing the clusters of each of the 1-mode (people, project) networks against the clusters obtained for the bipartite (people-project) network. The clusters obtained from the bipartite network indicate natural groupings of people and projects based on the commonality of tasks that people are working on. The individuals clustered together within the bipartite network are the ones who are working closely together on related tasks. Hence, it can be assumed that these individuals share common knowledge. On the other hand, the clusters of individuals in the 1-mode people network indicate that individuals are related with each other through direct or indirect communication. A higher overlap between clusters obtained from the 1-mode network and the clusters obtained from bipartite network indicates a higher extent of implicit coordination.

Specifically, based on these clusters, we ask the question: what fraction of pairs of individual entities (pairs of developers or pairs of projects) have been clustered together (or separated) consistently between the two clustering results (1-mode networks and bipartite network)? We implement this comparison using a Rand Index calculation [26]. The Rand index can be expressed as:

\[
R = \frac{a + b}{n^2}
\]

where \(a\) is the number of pairs of nodes in the same cluster in both partitions being compared, \(b\) is the number of pairs of nodes in different clusters in both partitions; \(n\) is the total number of nodes. Other measurements for comparing clusters include the adjusted rand index [27], Jaccard index [28], the Wallace index [29], and the normalized Lerman index [30]. However, in this paper, we only use the Rand index due to its simplicity of calculation and intuitiveness. The comparison of clusters could lead to a better understanding of the degrees of similarities and differences underlying the community structures of both networks (1-mode vs. bipartite). Yet the obtained information, which is a Rand index, is only a summary figure.

2.3.3 Link-cluster comparison

The link-link and cluster-cluster comparison approaches are two extremes where link-link approach uses a strict definition of coordination whereas the cluster-cluster comparison uses a broader and more encompassing view of coordination. The third approach is an intermediate approach where links in one network are compared against communities detected in another network.

In the context of our analysis, we implement this approach by comparing the connections implied/induced by the bipartite network clustering among the people (or alternatively, products) against the observed connections in the corresponding input network of people (or alternatively, products). For instance, let \((p_i, p_j)\) and \((p_i, p_k)\) be two edges present in the input people network, such that \(p_i\) and \(p_j\) are clustered together in the bipartite network but \(p_i\) and \(p_k\) are not. This implies that \(p_i\) and \(p_j\) are both communicating with one another and are expectedly grouped together in product space; whereas \(p_i\) and \(p_k\) are communicating and yet their product affiliations do not offer sufficient basis for them to be grouped together in the bipartite setup. Henceforth, for sake of convention, we will refer to edges such as \((p_i, p_j)\) as conserved edges, and all edges such as \((p_i, p_k)\) as discrepant edges.

The same analysis when applied to the product network has a different meaning. Two products \(f_i\) and \(f_j\) which are both dependent (i.e., share an edge in the product network) and also get clustered together in the bipartite network implies that there is a group comprising of one or more developers who are jointly contributing to these two interdependent products. However, if there are two products \(f_i\) and \(f_k\) which are inter-dependent in the product network but not clustered together in the bipartite network that indicates a potential gap (or a disconnect) in communication among those products’ contributors. In other words, this approach of comparing links to clusters to determine conserved and discrepant edges can serve as an effective way to flag anomalies as well as formulate hypothesis about the level of organization and communication in an open source software community. An alternative albeit less interesting outcome of the analysis is perhaps that the quality of the output clusters is not adequate, which in itself could be another layer of useful information. The results of the link-cluster comparison are presented in Section 3.5.

3 CASE STUDY: DRUPAL

In this section, we present the approach using an open source software project – Drupal [31]. Drupal is a content-management system used for the creation of community-based websites. Drupal has been under development since 2001. We analyze a recent major version of Drupal core (version 7.7). Drupal is well developed with over 7000 community-contributed add-ons, known as “contrib” modules. Besides, over 1000 developers are involved in the project development. Drupal is selected as a case study because of its maturity, availability of code and the availability of information about communication between participants.

3.1 Data collection

The software structure of Drupal is modeled as a weighted network where nodes represent files and the links represent function-calls between files. A documentation generator tool, Doxygen [32], is used to extract functions and corresponding function calls from the source code. The strength of the interface between
files is defined by the number of function calls between two files. The community structure of Drupal is also modeled as a weighted network. The communications between participants are derived from on-line forums. The communication links between participants are determined by analyzing each post on the forum. A post on the forum contains information about the names of participants and the software version they are discussing about. Relationships are built among participants discussing on the same post.

The participation links are created by analyzing file modifications and issue/patch records, recorded on the Drupal website. A file modification indicates which files are modified to resolve a specific issue. An issue/patch record indicates who worked on the specific issue/patch. Combining the information derived from file modifications and issue/patch records, the participation links representing participants working on files are generated.

The generation of the networks with the three types of links is illustrated in Figure 1. The basic statistics of these networks is presented in Table 1. Isolated nodes have been eliminated for clustering purposes. Hence, the number of nodes in the table is based on the nodes with at least one edge. The 1-mode people network contains 5,180 nodes with 148,102 edges. The 1-mode product network contains 167 source files which are linked through function calls. The files that do not have function calls (e.g., image files, .css files, etc.) are isolates and are not captured in the 1-mode product network. The bipartite network captures all files linked to at-least one individual. The number of nodes in the bipartite network is 6,572 and the number of edges is 95,988. The edges in the bipartite network only represent affiliation relationship. Hence, these edges are not weighted.

<table>
<thead>
<tr>
<th>Input network</th>
<th>No. nodes (with at least one edge)</th>
<th>No. edges</th>
<th>Weighted?</th>
</tr>
</thead>
<tbody>
<tr>
<td>People (1-mode)</td>
<td>5,180 people</td>
<td>148,102</td>
<td>Yes</td>
</tr>
<tr>
<td>Product (1-mode)</td>
<td>167 source files (or “products”)</td>
<td>900</td>
<td>Yes</td>
</tr>
<tr>
<td>Bipartite</td>
<td>6,572 (=5,794 people + 1,278 products)</td>
<td>95,988</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1 – Input networks statistics

3.2 Summary of Network Clusters

We clustered the three input networks separately using the methodology described in Section 2.2. The results are summarized in Table 2. The table shows the modularity of clustering achieved for each of the three networks. In practice, a modularity of 0.3 or more is generally considered indicative of a well-defined community structure in unipartite networks [19]. As can be observed the modularity is higher for the people network (0.307) than it is for the other networks, indicating a more well-defined organization of the software developers into communities. This observation is further illustrated by Figure 2, which shows a lower degree of inter-cluster connectivity across communities in the people network (i.e., more modular) than it is for the other networks. On the other hand, the 1-mode product appears to have a lower modularity (<0.3; also see Figure 2(b)), implying a weaker organization as communities.

<table>
<thead>
<tr>
<th>Input network</th>
<th>Modularity (Q)</th>
<th>No. of clusters</th>
<th>Average number of intra-cluster edges per cluster (K₁)</th>
<th>Average number of inter-cluster edges between any two clusters (K₂)</th>
<th>Ratio K₁:K₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>People (1-mode)</td>
<td>0.307</td>
<td>15</td>
<td>4,644</td>
<td>980</td>
<td>4.738:1</td>
</tr>
<tr>
<td>Product (1-mode)</td>
<td>0.208</td>
<td>7</td>
<td>46</td>
<td>27.4</td>
<td>1.678:1</td>
</tr>
<tr>
<td>Bipartite</td>
<td>0.334</td>
<td>9</td>
<td>4,887</td>
<td>1,665</td>
<td>2.935:1</td>
</tr>
</tbody>
</table>

Table 2 – Summary of clustering results

Table 2 also shows the average number of edges that ended up within clusters (intra-cluster: K₁) and between pairs of clusters (inter-cluster: K₂). A larger modularity would result in a higher ratio for K₁:K₂. And as can be observed this ratio is highest (4.738:1) for the people network. Put another way, there are 4.738 discussions happening between people of the same community, for every discussion that involves people from two different communities.

Figure 2 – Clustering results: “Cluster graphs” showing the inter-community relationships for the a) people network, b) project network, and c) bipartite network. Each node in the cluster graph corresponds to one community/cluster that was detected in the underlying network, and an edge between two cluster nodes corresponds to the presence of (inter-cluster) edges between any two vertices of those clusters. The thickness
of an edge is a relative indication of the number of inter-cluster edges between the two clusters.

Figure 3 shows the cluster size distribution for the three networks. In the clustering for the people network, the top two largest clusters accounted for almost 60% of the nodes, with the remaining 13 clusters significantly smaller. This skewed cluster size distribution coupled with the high modularity of clustering suggests the high degree of communication that characterizes people within the same cluster. As for other two networks (1-mode project network and the bipartite network), the cluster size distribution is more uniform, implying a reduced degree of community organization (as also corroborated by the smaller values of modularity).

3.3 Link-Link comparison

The value of congruence measure and Sosa’s approach for Drupal version 7.7 are shown in Table 3. From this table, it is observed that congruence value is 0.0099 (i.e., 0.99%), which indicates that less than 1% of the expected interactions between people are actually present in the 1-mode people network. The ideal congruence value is 1, which implies that people are communicating corresponding to all the technical dependencies. Clearly, 0.99% is a very low congruence value. Besides, the number of unpredicted and potential unattended interactions is significantly higher than matched interactions, which means the socio-technical coordination through direct communication is not a significant part in Drupal development.

<table>
<thead>
<tr>
<th>Input Networks</th>
<th>Congruence</th>
<th>Matched Interactions</th>
<th>Unpredicted Interactions</th>
<th>Potential Unattended</th>
</tr>
</thead>
<tbody>
<tr>
<td>People vs. Product</td>
<td>0.0099</td>
<td>127,983</td>
<td>20,119</td>
<td>12,782,290</td>
</tr>
</tbody>
</table>

Low values of socio-technical congruence have been reported in other studies on open-source software. For example, Kwan et al. [17] observed that over 75% of software builds in an IBM project involving distributed developers have congruence value of less than 25%. Even for software builds with a congruence of 0%, the authors in [17] observed a build success of 93%. Low values of socio-technical congruence do not necessarily mean a lack of coordination since coordination happens through implicit communication also. For example, by sharing workspace, individuals can get information about addressing dependencies between technical aspects. Bolici and co-authors [33] argue that within open source community, the coordination primarily happens via indirect communication, which is referred to as stigmergic coordination.

Some of these limitations of congruence measure can be addressed by assuming that individuals who are within a community (cluster) share common knowledge and indirectly communicate with other individuals. One way to identify the indirect communication among individuals is through community identification. In this approach, people are clustered into communities, indicating that there are strong interactions between individuals within the community and weak interactions between communities. Instead of studying links between individuals, we assume that individuals belong to the same cluster communication with one another by direct or indirect communication. The results of cluster-based coordination are presented in Sections 3.4 and 3.5.

3.4 Cluster-Cluster comparison

We compared the clusters of the 1-mode networks against the clusters of the bipartite network as was described in Section 2.3.2. We report the Rand index for those comparisons in Table 4. As can be observed the Rand index for both comparisons are above 70%, which is a strong indication of overlap at the cluster-to-cluster level. In other words, the probability that two nodes are clustered the same way (either together or separate) in both the 1-mode network and the bipartite network is above 0.7. Note that Rand index does not take into account the actual node-level connections. It only captures the information of cluster memberships for every pair of nodes.
Table 4 – Cluster-cluster comparison: Rand indices for comparing the individual people and product communities against the communities detected in the bipartite network. A perfect agreement between the two community sets implies a Rand index of 1.

<table>
<thead>
<tr>
<th></th>
<th>People clustering vs. Bipartite clustering</th>
<th>Product clustering vs. Bipartite clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand index</td>
<td>0.718</td>
<td>0.736</td>
</tr>
</tbody>
</table>

3.5 Link-Cluster comparison

We compared the direct links (i.e., edges) of each of the 1-mode networks to the bipartite clustering as described in Section 2.3.3. Table 5 shows the results of this comparison.

Table 5 – Link-cluster analysis: Partitioning of the input (i.e., people or product) network edges into “conserved” and “discrepant” edge categories, based on their presence or absence within the same cluster of the bipartite graph, respectively.

<table>
<thead>
<tr>
<th>Input network</th>
<th>Partitioning of the 1-mode network edges by the bipartite clustering</th>
<th>Distribution of the 1-mode network edges among bipartite clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. conserved edges (%)</td>
<td>No. discrepant edges (%)</td>
</tr>
<tr>
<td>People vs. Bipartite clustering</td>
<td>43,779 (30.91%)</td>
<td>104,323 (69.09%)</td>
</tr>
<tr>
<td>Product vs. Bipartite clustering</td>
<td>158 (17.55%)</td>
<td>742 (82.45%)</td>
</tr>
</tbody>
</table>

Two sets of results are presented. First, the 1-mode network edges are categorized into conserved and discrepant categories (defined in Section 2.3.3). Each conserved edge is one that is present in the 1-mode network as well as induced by the clustering of the bipartite network. An edge in the 1-mode network that is not induced by the bipartite clustering is referred to as discrepant. As can be observed, a vast majority of edges in both 1-mode networks are discrepant edges. In the case of the people network, only 30.91% of the edges are conserved (i.e., maintained by the bipartite clustering); whereas for the product network this figure is further lower (17.55%). While the fraction of conserved edges may appear low, it is much higher when compared to the congruence (0.99%) observed through direct link–level comparison (shown in Table 3). This attests to the value added to the overall understanding of community structure by augmenting 1-mode networks with bipartite information. The large fraction of discrepant edges, on the other hand, can be attributed to the lack of coordination in developing open source software.

We also measured the distribution of the 1-mode network edges among the bipartite clusters. These results are shown in the second half of Table 5. As can be observed, the frequency of conserved edges per cluster is only marginally higher than the proportion of discrepant edges across two clusters.

4 CLOSING COMMENTS

The primary contribution in this paper is a broader view of coordination within virtual community based product development. In contrast to the existing approaches that only focus on explicit communication as a means for coordination, our approach accounts for implicit and indirect communication between individuals and the presence of shared knowledge possessed by individuals within a community.

In terms of the methodology, the proposed approach is unique because it is based on clustering techniques to rather than direct comparison of links within networks. As the number of nodes (n) in a network increases, the number of possible links between nodes increases at a faster rate (n²). Because of this, as the number of individuals grows, the congruence measures become significantly smaller. Hence, if the actual coordination increases at a constant rate with increasing number of nodes, the congruence measure would decrease. Because of this, existing measures may provide misleading information about changes in coordination over time in evolving communities. The advantage of the proposed clustering-based approach is that it is less sensitive to the increase in the network size and can be used for comparison purposes as the communities grow.

The three approaches for comparison discussed in this paper (link-link, link-cluster, and cluster-cluster) are based on different assumptions about the extent of indirect communication and shared knowledge. If the communities are strongly tied with each other and it can be assumed that there is significant indirect communication, then cluster-cluster comparison approach should be used. On the other hand, if the communities are such that coordination only happens through explicit communication, the link-link comparison is more applicable. In the intermediate scenarios, the
link-cluster based comparison should be used. The availability of three approaches at different points in the spectrum provides analysts the flexibility to choose the approach which is more applicable in a particular scenario.

One of the limitations of the results presented in this paper is that we model the networks as undirected networks. More insights into coordination can be gained by modeling the communications and dependencies as directed networks and using clustering approaches for directed networks. Future research opportunity also includes utilizing different clustering algorithms for clustering the networks. In this paper, we let the clustering algorithm determine the number of clusters based on maximizing the modularity. The effect of number of clusters on the results of comparison is also an important avenue for future work.
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