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Smart homes and ambient intelligence show great promise in the fields of medical monitoring, energy efficiency and ubiquitous computing applications. Their ability to adapt and react to the people relying on them positions these systems to be invaluable tools for our aging populations. The most privacy protecting and easy to use smart home technologies often lack any kind of unique tracking technologies for individuals. Without a built-in mechanism to identify which resident is currently triggering events, new tools need to be developed to help determine the identity of the resident(s) in situ.

This work proposes and discusses the use of behaviometrics as a strategy for identifying people through behavior. By using behaviometrics-based approaches, the smart home may identify residents without requiring them to carry a tracking device, nor use privacy insensitive recording systems such as cameras and microphones. With the ability to identify the residents through behavior, the smart home may better react to the multitude of inhabitants in the space.

4.1 Introduction

“Smart homes” represent a rapidly maturing field of study as well as a looming business market. Its concepts are being applied to a wide range of medical, social and ecological issues. The vague definition of “smart home” allows for numerous implementations and variations to exist. At its core, a smart home is any living space that involves sensors, controllers and some kind of computer-driven decision
making process. The addition of a proactive and intelligent decision maker to the aspects of home automation is what produces a smart home. With this loose definition in hand, the research, medical and business communities have been highly creative in leveraging this concept for their various needs.

The area with the greatest long-term feasibility for smart home commercialization is health care, though energy efficiency has a strong future in reducing our home’s economic and ecological footprint. For the health care community, the ability to monitor older adults in their home to support “aging in place” [1, 2] is of significant interest.

Ideally, a smart home is subtle in its operation and conforms [3, 4] to the residents without detrimentally impacting their lifestyle. The system should take in information about the home environment and attempt to build models about the activities and interests of the residents. To make smart homes capable of supporting this goal, the research community has focused on building technologies for the detection of the Activities of Daily Living (ADLs) [5, 6], resident tracking [7, 8], resident identification [9], medical history building [2], social interaction [10], resident mental evaluation [11], and many others.

This work addresses methods of determining the residents’ identities without a wireless tracking tag or biometric identifiers, such as facial recognition. With a single resident in the smart home this is a trivial problem, but multiple residents transform it into a serious issue. As soon as a second person (or other entity, such as a pet capable of causing sensor events) enters the smart home space, the multi-resident issue becomes critical. At this juncture, the smart home infrastructure must be designed to either function well in the face of several sources of data, or to differentiate between the sources by some means. If the system ignores the multi-resident problem, unaccounted for residents show up as noise in the data. In most cases, this noise in the data will lower the accuracy of algorithmic model building and interfere with operational quality. It will likely cause failure of high quality resident history building, preference generation, ADL detection, and many other computer generated models. Finding a means to address the multiple-resident problem remains a current and pressing issue for the smart home field.

To identify an anonymous resident using only low fidelity sensors, this research project leverages the concept of behaviometrics. Behaviometrics is the use of behavior to identify an actor among the group. These approaches hold more promise for smart home applications due to their position as ambient tools instead of obvious and intrusive ones that are common with biometrics. Examples of biometrics include facial recognition [12], body shape [13], fingerprints, and many more [14]. Conversely, behaviometrics use behaviors such as handwriting recognition [15], gait recognition [16], and computer interaction [17]. There have been few papers within the smart home field to date that use behaviometrics to identify individuals [18, 19]. New tools, when combined with the numerous data sources of a smart home system, allow the opportunity to determine a resident’s identity via interaction with the smart home.

The hypothesis of this work is as follows: people have a variety of algorithmically differentiable behaviors that simple sensors can provide evidence of. The Center
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for Advanced Studies in Adaptive Systems (CASAS) at Washington State University (WSU) uses ubiquitous, passive and simple sensors to enroll individuals in the behaviometric system for future identification [9, 20]. Given a unique historical profile, a resident can then be re-identified in the future using behavior alone. This work introduces real world smart home testbed implementations and algorithms based on statistical models that leverage this concept of behaviometrics to accurately identify which person is generating events.

4.2 Project Research Testbed and Data Used

The data used for this project comes from a “real world” smart environment. This section describes the environment, as well as the form of the data collected and its processing for use in testing the algorithms.

4.2.1 Kyoto Research Testbed

The data gathered for this work comes from a smart home research testbed at the CASAS research facility. The Kyoto testbed is the primary research facility for the CASAS projects. This three bedroom apartment shown in Fig. 4.1 is part of the WSU University Housing system, and is ordinarily the home of two undergraduate students. Kyoto is designed to be a sensor-rich space designed for capturing as many ADLs and behaviors as possible. The left section in the image is the second story with bedrooms and the bathroom. The right side includes a living room, kitchen, and closets. The sensors are noted by rectangles and ovals, with the M### being motion detectors, L### lights, and D### doors.

Since its initial installation in 2007, this smart home testbed has undergone a series of improvements. These have primarily been software updates, but over time new sensors and interactive technologies have been deployed. These have focused on supporting the CASAS research objectives, such as early onset dementia evaluation and aging in place tools, although Kyoto is also used for studies regarding the associating of activities with energy consumption. This testbed has proven highly successful at gathering rich and well-documented data sets, many of which are available publicly [21].

The Kyoto testbed, also known as the “smart apartment” in many CASAS works, is representative of many American living spaces. Each resident has their own room with a bed, desk and closet. There is a shared bathroom, living room and kitchen. This resemblance to many typical homes makes the results from the research done here more generalizable than partial smart home implementations or work done with specialized facilities.

The sensor layout of Kyoto is dense, and fairly regular in design. The primary sensor type is the downward facing PIR Motion Sensor. These are installed on the
Fig. 4.1 Floorplan and sensor layout for the CASAS Kyoto testbed

2.4 m high ceilings with a field of view that covers roughly a 1.2 m × 1.2 m section of the floor. This sensor distribution is designed to provide enough resolution for human annotators and algorithms to localize and track the residents. The rest of the sensors are installed on an “as needed” basis. Many of them have very specific uses to aid the artificial intelligence algorithms in their operation or to give human annotators information about the activities being performed. More detail on the Kyoto facility may be found in other CASAS publications [8].

### 4.2.2 Data Format and Annotation

The data collected from Kyoto was selected because it encompasses well defined times when multiple residents were occupying the space. The CASAS team did not intervene with the residents while they lived in the smart home spaces and no attempts were made to adjust their behavior over time. The residents were consulted about their behaviors to ensure an accurate final ground truth during the data annotation period.

After annotation processing, the data has five fields as shown in Table 4.1. The first four fields are generated automatically by the CASAS middleware at the time
### Table 4.1 Data provided by every event, including annotation tag for person’s identity

<table>
<thead>
<tr>
<th>Field</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>ISO 8601 format (yyyy-mm-dd)</td>
</tr>
<tr>
<td>Time</td>
<td>ISO 8601 time format (hh:mm:ss.subsec)</td>
</tr>
<tr>
<td>Serial</td>
<td>Unique text identifier for sensor reporting</td>
</tr>
<tr>
<td>Message</td>
<td>Value of sensor event</td>
</tr>
<tr>
<td>Id</td>
<td>Annotation tag for person causing event</td>
</tr>
</tbody>
</table>

### Table 4.2 Example of data used for classifier training

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Location</th>
<th>Message</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007-12-21</td>
<td>16:41:41.0764</td>
<td>L017</td>
<td>ON</td>
<td>Res1</td>
</tr>
<tr>
<td>2007-12-21</td>
<td>16:44:36.8230</td>
<td>L017</td>
<td>OFF</td>
<td>Res1</td>
</tr>
<tr>
<td>2007-12-24</td>
<td>08:13:50.2819</td>
<td>L007</td>
<td>ON</td>
<td>Res2</td>
</tr>
<tr>
<td>2007-12-24</td>
<td>14:31:30.6889</td>
<td>L007</td>
<td>OFF</td>
<td>Res2</td>
</tr>
</tbody>
</table>

### Table 4.3 Summary of data sets used for validation of identification algorithms

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Residents</th>
<th>Length</th>
<th>Num Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>B&amp;B</td>
<td>2</td>
<td>5 days</td>
<td>20,000</td>
</tr>
<tr>
<td>TwoR</td>
<td>2</td>
<td>56 days</td>
<td>136,504</td>
</tr>
</tbody>
</table>

of the event’s creation. The annotated class field is the target feature for our learning problem and contains the resident ID, to which the other fields can be mapped. An example of the data from these two data sets may be seen in Table 4.2.

The first data set, labeled B&B, we collected sensor data from the Kyoto smart apartment while two residents lived there. This data set assesses the basic ability of our algorithms to identify residents even when they occupy the space simultaneously with little training data to learn with. Both residents occupied a separate bedroom, but regularly shared the common space downstairs.

The other data set, labeled the TwoR, contains sensor events collected over a period of eight weeks while two residents (different than those in the B&B data set) lived in the Kyoto smart apartment. As with the B&B data set, this was collected to evaluate the mapping of sensor events to specific residents. However, we also used this data set to test ADL detection with other algorithms. To demonstrate the benefits of first determining the resident ID for an event on ADL detection, we performed this activity recognition first without resident identifier information and then second when the data is enhanced by adding the automatically-labeled resident identifier to each sensor event. In this manner, we determined how well residents may be recognized and the degree to which this information aids in other multi-resident tasks such as activity recognition.
4.3 Algorithms

Two algorithms were developed to test the hypothesis that behaviometrics can be used to identify individuals in a smart home space. They are based on well established machine learning algorithms and applied here to the smart home domain. Each of these tools has requirements for operation and provides unique benefits when used to identify the current residents in a smart home space. These two algorithms are:

1. NB/ID: A naïve Bayesian-based tool
2. HMM/ID: A Hidden Markov Model-based tool

4.3.1 Naïve Bayes: NB/ID

The first algorithm built and tested for identification was based around a Naïve Bayes classifier. In our study this tool was designated the Naïve Bayes / IDentifier (NB/ID). This classifier leverages Bayes’ Rule to use the current event received to guess at the identity of the individual. Naïve Bayes classifiers have been used to good effect in other smart home contexts [22, 23]. The location, message and time features from individual events were exploited to determine the resident’s identity.

A Naïve Bayes classifier uses the relative frequency of data points, their feature descriptors, and their labels to learn a mapping from a data point description to a classification label. The resident label, \( r \), is calculated as shown in Eq. 4.1.

\[
\text{arg max}_{r \in R} P(r|D) = \frac{P(D|r)P(r)}{P(D)}
\] (4.1)

In this calculation, \( D \) represents the feature values derived from the event to be classified. The denominator will be the same for all values of \( r \), so we calculate only the numerator values (Table 4.3). The numerator is made of \( P(r) \), which is estimated by the proportion of cases for which the resident label occurs overall and \( P(D|r) \) which is calculated as the probability of the feature value combination for the particular observed resident id, or \( \Pi_i P(d_i|r) \).

4.3.1.1 NB/ID Data Features

For a given event, the resident ID is set by the annotation process, but the feature representing that event can be derived in a variety of ways. We could attempt to use only location and message information as input to the learning problem, as shown in Table 4.4, type 1 (e.g. “Plain”), but this leaves out valuable temporal information about the resident behaviors. The remaining features, date and time, are more difficult to use. Both of these features have a very large number of possible values, so we were required to consider effective methods for abstracting date and time information.
Table 4.4 Naïve Bayes alternative time-based feature formats

<table>
<thead>
<tr>
<th>Type #</th>
<th>Feature type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Plain</td>
<td>M001#ON</td>
</tr>
<tr>
<td>2</td>
<td>Hour-of-Day</td>
<td>M001#ON#16</td>
</tr>
<tr>
<td>3</td>
<td>Day-of-Week</td>
<td>M001#ON#Friday</td>
</tr>
<tr>
<td>4</td>
<td>Part-of-Week</td>
<td>M001#ON#Weekday</td>
</tr>
<tr>
<td>5</td>
<td>Part-of-Day</td>
<td>M001#ON#Afternoon</td>
</tr>
</tbody>
</table>

The different feature choices that could be considered for these values, as shown in Table 4.4, divide the data in different ways and capture resident behaviors with varying degrees of fidelity.

The “Plain” feature set provides a good baseline to compare with more complex parsings. The more complex parsings, such as Part of Week (e.g. Weekday or Weekend) capture more information about the given behavior, and can furnish the classifier with more information for correct future classifications. Depending on the facets of the data set, different feature types will cause the classifier to perform better or worse.

The different feature choices available (e.g. Plain vs Hour-of-Day, etc.) divide the data up in different ways. Each method captures the behaviors or the residents with varying degrees of accuracy, depending on the feature types chosen and the behavior of the individuals in the data set.

The purely statistical nature of a Naïve Bayes classifier has the virtue of being fast for use in prediction engines, but lacks the ability to incorporate a greater context contained within the event stream that often are advantageous in discerning subtle differences in behaviors. We test the accuracy of each of these time representations when we evaluate the NB/ID algorithm.

4.3.1.2 NB/ID Summary

The statistical calculations of a Naïve Bayes classifier offer the benefit of fast learning, but lack an effective approach to reasoning about context in an event stream. In order to capture this context we also consider other approaches to learning resident IDs, as described in the next section.

4.3.2 Hidden Markov Model: HMM/ID

With this algorithm, a single model is used to encapsulate all of the residents and the sensor events they trigger. This HMM/ID tool was used to evaluate a Hidden Markov Model’s ability to properly attribute events to residents.

Using the HMM, hidden nodes represent system states that are abstract and cannot be directly observed. In contrast, observable nodes represent system states that can
Fig. 4.2 HMM architecture of hidden states, transitions and observations

be directly observed (sensor recordings). Emission probabilities between hidden and observed nodes are learned from training data, as are transition probabilities between prior and current hidden nodes.

In our model, as shown in Fig. 4.2, each hidden node represents a single resident. The observable nodes are associated with probability distributions over feature values including the motion sensor ID and the sensor message. We can then use the Viterbi algorithm [24] to calculate the most likely sequence of hidden states that corresponds to the observed sensor sequence. This sequence of hidden states provides us with the highest-likelihood resident IDs that correspond to each sensor event in the sequence.

In the HMM/ID structure, the states $Y$ represent the $n$ residents from the training corpus. The start probabilities of each resident state in $Y$ are kept in $\pi$, while the transition probabilities $a_{i,k}$ represent the likelihood of transitioning from resident $Y_i$ to resident $Y_k$ between events. The probability of a resident causing an event ($e_t$), called their emission probability, is denoted by $P(e_t|Y_i)$. If the testing corpus of sensors events is $e_0, ..., e_t$, then the state sequence $s_0, ..., s_t$ is the most likely attribution of these events to the residents represented by the states. This mapping is given by the recurrence relations in Eqs. 4.2 a–c. The result of $V_t$ (the probabilities of all residents at event $t$) is the probability of the most probable series of resident attributions for the first $t-1$ events, followed by the most likely resident at time $t$.

$$V_0 = \forall y \in Y : P(e_0|y) \cdot \pi_y$$  \hspace{1cm} (4.2a)

$$V_t = \forall y \in Y : P(e_t|y) \cdot \prod_{1 \ldots n} (a_{y,k} \ast V_{t-1_k})$$  \hspace{1cm} (4.2b)

$$s_t = \text{argmax } V_t$$  \hspace{1cm} (4.2c)

The events are taken one at a time without modification or manipulation, leaving the capabilities of the system entirely up to the ability of the algorithm and not choices.
made during pre-processing stages. The trade-off is that the tool often requires more than one event to transition between residents. It relies on some context-dependent amount of evidence for the HMM to transition from one hidden state (resident ID) to another. This sometimes leads to a delay in proper identification during operation, and is a source of error in the results. The behavior of the HMM for both “transition lag error” and “confusion error” are both discussed in Sect. 4.4.

4.3.2.1 HMM Summary

HMMs are robust in the face of noisy data and used for a number of smart home applications. The HMM/ID tool developed for classifying residents is based on a classic HMM approach and eliminates a number of shortcomings to the NB/ID tool developed earlier. This more complex algorithm reacts to the data in such a way that introduces multiple sources of error that are discussed in depth in Sect. 4.4.

4.4 Evaluation and Results

The identification algorithms introduced in Sect. 4.3 were evaluated with the data sets introduced in Sect. 4.2. The B&B and TwoR data sets are complex in nature and provide an overall evaluation of these identification tools.

Additionally, the ability for the identification results to boost ADL detection were tested with the TwoR data set. This test was done to demonstrate the ability for identification to provide additional features that may improve other models in the smart home context.

4.4.1 B&B Data Set Results

The B&B data set involves two residents simultaneously inhabiting the Kyoto test-bed. It is a relatively short data set of five days, but does have the benefit of being occupied nearly the full 120h of its duration. The interleaved resident tags and the cumulative evidence for an individual’s identity effecting the behavior of the NB/ID and HMM/ID models are good demonstrations of how behavior-based identification might work in a smart home context.

4.4.1.1 B&B Evaluation

The NB/ID and HMM/ID classifiers were tested using 30-fold cross validation. Each classifier was trained on 29 out of 30 groups and tested on the remaining one. The results from all 30 permutations were averaged together for an overall accuracy,
and their variance calculated for significance values. Additional statistics showing the behavior of the classifiers and the data sets were gathered for insight into the capabilities of the tools.

The results for the tests on this data set are shown in Fig. 4.3. As can be seen, both the NB/ID and HMM/ID achieve very high classification accuracies on this two-resident, parallel-activity data. The two algorithms tested performed statistically equally on this data set. We hypothesize that having only two classes for the Naïve Bayes to choose from benefits it inordinately, at least for the behaviors exhibited by these two residents.

We found that using the Hour-of-Day gives the best results, and is a significant \( p < 0.05 \) improvement over the Plain feature. Surprisingly, the inclusion of discretized time values in the HMM/ID feature vector demonstrates no benefit for the B&B data set. This demonstrates how both temporal and spatial information have different values for varying environments and residents. Continued efforts to discover the most valuable combination of features for identifying individuals needs to be pursued.

### 4.4.1.2 B&B Results Summary

The ability of our models to perform well in this unscripted, full-time, multi-resident environment is encouraging. These kinds of classifiers should be able to provide better tools for discerning an individual’s activity history, even in complex multi-resident environments.
4.4.2 TwoR Data Set Results

The TwoR data set provides the largest corpus of data of the three identification data sets. It has the most complex behaviors and social interactions as well. Like the B&B data set, the NB/ID and HMM/ID tools were evaluated for accuracy. Additionally, a more in-depth look at the behavior of the HMM/ID is discussed. Given the interleaved and social nature of the residents, the TwoR data exposes the various sources of error for the HMM/ID algorithm.

4.4.2.1 TwoR Evaluation

As with the evaluation of the classifiers with the B&B data set in Sect. 4.4.1.1, the classifiers were tested using 30-fold cross validation. Additionally, their results were compared to a Weighted Random algorithm as a base case. Each classifier was trained on 29 out of 30 groups and tested on the remaining one. The results from all 30 run permutations were averaged together for an overall accuracy, and their variance calculated for significance values. Additional statistics showing the behavior of the classifiers and the data sets were gathered for insights into the capabilities of the tools.

Both algorithms performed well on the TwoR and B&B data sets and were significantly ($p < 0.01$) better than a Weighted Random algorithm introduced as a base case for comparison. The overall accuracy of the algorithms are shown in Fig. 4.4. The HMM/ID performed slightly better than the NB/ID, though not significantly so.

Given the complexity of the data with multiple residents, and no given structure to their behavior, the highly accurate results from both algorithms attest to their robustness. Overall, the HMM/ID results are very promising. The initial hypothesis
that drawing on additional contextual information across a series of events would allow an algorithm to better differentiate between individuals seems to be supported by the overall accuracy results.

The behavior of the HMM/ID is more complex than the NB/ID when analyzing the actual pattern of classification. As the events arrive, it takes the HMM zero or more additional events to determine to whom the new events belong. For an example of this behavior, Table 4.5 shows a small snippet of events as classified by the HMM/ID.

<table>
<thead>
<tr>
<th>Event number</th>
<th>Annotated class</th>
<th>Chosen class</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R1</td>
<td>R1</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>2</td>
<td>R1</td>
<td>R1</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>3</td>
<td>R2</td>
<td>R1</td>
<td>FAIL</td>
</tr>
<tr>
<td>4</td>
<td>R2</td>
<td>R2</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>5</td>
<td>R2</td>
<td>R2</td>
<td>SUCCESS</td>
</tr>
</tbody>
</table>

The left column is the event number, the second represents the annotated resident value for the event, the third the algorithm determined, and the final column being the success or fail results for the given event. This snippet has a transition from R1 to R2 at event #3. The HMM delays until event #4 before it has enough evidence to change states and begins attributing events correctly. This situation, where the events change from one resident to another, has been termed a resident “transition” and is an important feature of HMM/ID algorithm behavior.

By the overall accuracy metric this example has a score of 4/5, or 80% accuracy. What is most interesting about this series is that the events arriving at the computer are initially from R1, then change to R2 at some point, but the HMM/ID algorithm takes extra events to properly transition as well. In contrast, the NB/ID algorithm takes every event in isolation, so there is no previous context to consider. With the HMM/ID algorithm, there is now a possibility of a transition window as the evidence that the new events are from a different person accumulates. The concern is that this transition window would significantly impact the effectiveness of the HMM/ID as a tool for identification.

To determine how much this transition error is effecting the HMM/ID, several statistics were gathered from the final tests. The first was the total number of occurrences in the event stream where the annotated resident value switches from one to another. This is an indication of the data complexity. If the number of transitions increases it indicates more simultaneous occupancy of the space, which can be more difficult for the HMM/ID to accurately classify.

The hypothesized inverse relationship between the rate of transitions in the data set and the final accuracy was not borne out by the results, as shown in Fig. 4.5. The transition rate line was expected to trend upward, opposite the overall accuracy across the data sets used to test the classifier. Instead it is found to trend with the accuracy, with slopes of $-0.038$ and $-0.046$ respectively. On further inspection, it is not merely the number of transitions that effects the overall accuracy, but also the location within the smart home of the residents during those transitions. If the
Fig. 4.5  HMM/ID’s overall accuracy for each data set, with the data sets comparative transition rate. The transition rate was expected to trend opposite to the classification accuracy instead of with it

Table 4.6  HMM average transition delay length for both B&B and TwoR data sets. An average of zero would represent perfect transition accuracy

<table>
<thead>
<tr>
<th>Data set</th>
<th>Average delay (in events)</th>
<th>Standard deviation (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B&amp;B</td>
<td>0.19</td>
<td>0.80</td>
</tr>
<tr>
<td>TwoR</td>
<td>0.38</td>
<td>2.17</td>
</tr>
</tbody>
</table>

entities’ behaviors are physically close to one another, there is less evidence in the emission probabilities that the HMM should change its hidden state, and thereby transition correctly in its classifications.

If the residents are physically close together the difference in emission probabilities is lower, which causes the HMM to be less capable in detecting transitions between residents. In the B&B data set, the residents spent notably less time sharing communal spaces than was found in the TwoR data set.

As a measure of how much the delay in transition impacts the behavior of the algorithm, some additional analysis about the length of the delay was gathered. The relevant data is the average number of events after a transition before the HMM properly changes to accurately classify the resident. To find this value, the results were processed for the length of the delay in the transition on each data set.

This delay in the HMM after transitions in the data is a notable portion of the HMM’s overall error. Table 4.6 shows the average length of the delay in the HMM transition for each data set. An average of zero would mean that it has no delay whatsoever on the given data set, leading to perfect classification during transitions. The lower average delay for the B&B data set is consistent with the overall higher accuracy as compared to the TwoR data set. This indicates that the HMM was able to use the evidence to accurately transition between residents based upon their behavior in the sensor space. The TwoR residents were notably more social than the B&B residents, and spent more time near one another in communal spaces during their
Table 4.7  HMM/ID non-transition error rates

<table>
<thead>
<tr>
<th>Data set</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>B&amp;B</td>
<td>3.2%</td>
</tr>
<tr>
<td>TwoR</td>
<td>6.1%</td>
</tr>
</tbody>
</table>

stay in the testbed. Because they spent more time in close proximity, the resolution of the sensor network had more trouble providing evidence for the HMM to determine who was whom during the close interactions, causing the overall accuracy to suffer.

The other sign the TwoR residents were more often interacting during the time of this data gathering is the longer lengths of the HMM’s transition delay. With the B&B data set, there were very few instances where the HMM was not able to properly transition within one or two events. This indicates that the residents were most often physically separated in the testbed space. The very long delay lengths induced by the TwoR were observed to be when the two residents were performing activities like cooking or homework together. In those cases, the lack of physical separation meant that the HMM was unable to differentiate between the residents for quite some time.

Another source of error in classification occurs when the HMM outright chooses the incorrect class, but there was no actual transition to another resident. In this case the algorithm is truly confused, and this error type is more akin to the type of error in the NB/ID. The total error rate for this kind of mis-identification is summed up in Table 4.7. The higher rate for the TwoR data set indicates that these two individuals had more behavior that was similar to one another than the two people in the B&B data set, which again contributes to the lower overall accuracy on the TwoR set.

4.4.2.2 TwoR Results Summary

Encompassing a much larger selection of behaviors over a longer time than the previous data set, the TwoR data set represents a valuable tool for evaluating behaviometric-based identification algorithms. The residents are closer in behavior to one another than those found in the B&B data set, which leads to more opportunities to inspect the behavior of the algorithms themselves. These additional hurdles provide opportunity for future identification algorithms to improve on those presented here.

4.4.3 Identification ADL Boosting

As a final demonstration of the usefulness of these identification algorithms, their ability to aid the performance of other types of smart environment tasks needed to be evaluated. Specifically, we apply the NB/ID classifier to the TwoR data set to map sensor events to resident IDs. Given this additional identity feature, we then use a separate Naïve Bayes classifier to identify which of 14 possible activities the residents are individually, but concurrently performing. We evaluate the perfor-
mance of activity recognition with and without the learned resident identification to determine the extent to which the resident ID actually improves performance of our activity recognition algorithm.

The Naïve Bayes classifier initially achieved an accuracy of 80.8% on this data set. This is a good result as compared to other published ADL detection tools, especially given the number of activities that we need to discriminate and the fact that residents are performing activities in an interwoven and parallel fashion.

To determine how activity recognition can benefit from learned resident information, we next enhance the TwoR data set by adding an extra field to each sensor event containing the resident ID that is automatically generated by the NB/ID classifier. We test our activity recognition algorithm again on this enhanced data set, and this time achieve an accuracy of 89.2%. The results clearly demonstrate learned resident labels enhance the accuracy of other smart environment tasks such as activity recognition.

4.5 Conclusion

The algorithms introduced and explored in this chapter demonstrate the ability of behaviometrics to algorithmically identify smart home residents. They each leverage different aspects of the smart home data and react differently to various quantities and behaviors of residents. They are all demonstrably better than random guesses and provide additional insights into the workings of the smart home system.

The approach of using simple, passive, low resolution sensing environments with the algorithms introduced in this work generated results similar to those using other identification strategies. Controlled facial recognition approaches can see accuracies in the mid to high 1990s [25], height recognition in doorways may be 95+% [26] and footstep and stride recognition has shown results around 87% accurate [18]. Even RFID-based systems have some error in determining the identity of the RFID tag in real world implementations. This can lead to RFID accuracy rates of only 60–70% [27], though repeated readings will likely overcome a single erroneous transmission. Depending upon the intended use and environment, these different approaches may have more or less utility for a given smart home installation. In the long run, some combination of available strategies will likely become the most successful behaviometric identification methods.

By applying these kinds of tools to the smart home data and generating a resident ID feature, ADL detection is boosted in complex, real world environments. Any modeling tools that improve the ability of smart homes to be functional and usable are important. Using algorithmic approaches to detect identity is a necessity for large scale deployments of smart home technologies that cannot have wireless devices affixed to every resident for identification purposes. The tools introduced and evaluated in this chapter initiate inquiry into these issues for the smart home research community.
4.5.1 Future Work

Novel approaches to behavior-based identification of actors in any system are being sought in many fields. Much of this work needs to fully define what “behavior” is, to better classify behaviometrics. For smart environments, this research should include more work on sensor selection, placement, and algorithms. Developing new tools using unsupervised learning techniques, such as Deep Belief Networks [28], will mitigate the impact of annotation requirements and lead to more deployable solutions in the future.
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