NoC Interconnect Yield Improvement Using Crosspoint Redundancy
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Abstract

Systems-on-chip integrate increasingly larger numbers of pre-designed cores interconnected through complex communication fabrics. For nanometer-scale VLSI processes (45 nm and below), it is difficult to guarantee correct fabrication with an acceptable yield without employing design techniques that take into account the intrinsic existence of manufacturing defects. In order to improve the yield and reliability of multi-core SoCs, their interconnect infrastructures must be designed such that fabrication and life-time faults can be tolerated. In this work we present a self-repair method for the interconnect fabrics of integrated multi-core systems. Our method is based on the use of redundant links and crosspoints, and improves both post-manufacturing yield and life-time reliability of on-chip communication fabrics. Our method can provide a significant interconnect yield improvement (up to 72% in our experiments), and allows fine-tuning of yield versus redundant components.

1. Introduction

A prominent research direction in the design of large integrated systems is the network-on-chip (NoC) paradigm [1], which has emerged as a solution capable of overcoming issues regarding performance, energy consumption, and reusability. The main driver behind the NoC approach is the advance in manufacturing technologies, which allows the integration of hundreds of processing/storage cores on a single chip. These cores are connected in a plug-and-play fashion by an infrastructure consisting of intelligent switches and global interconnects. The global interconnects (inter-switch links) are laid out on upper metal layers at latter stages of the NoC design flow, while the local interconnects are on the lower metal layers.

A major challenge that SoC design [1] is expected to face is related to the intrinsic unreliability of the communication infrastructure under technology limitations. Two different facets can be identified: the first one has its roots in the increasing levels of defect densities that are associated with the continuous feature size shrinking in semiconductor fabrication technology. Chips are more and more prone to defects like shorts and opens caused by particles, contamination, cracks, scratches, and missing vias; photolithography with sub-wavelength feature sizes can result in feature corruption, and chemical mechanical polishing (CMP) may cause surface dishing through over-polishing, ultimately becoming important yield-loss factors [2]. The second aspect is related to the different types of reliability faults that may manifest during the life cycle of the semiconductor chips. The nature of these faults can be permanent (when they reflect an irreversible physical change), intermittent (activated by environmental factors such as voltage or temperature - often becoming permanent faults over time) and transient (caused by neutron and alpha particles, power supply noise, electrostatic discharge and electromagnetic interference) [3].
To overcome the abovementioned problems in the particular case of the on-chip communication infrastructures, we propose a design methodology where the NoC interconnect incorporates yield-enhancing features and defect tolerant techniques. The structured nature and simple functionality of the NoC interconnect infrastructures render them particularly suitable for the implementation of these features (similar to the case of memory blocks, where yield enhancement and defect tolerant techniques have become common place [4]). The impact of these techniques on the overall yield of a NoC-based chip can be quite significant, given that the data communication infrastructure alone can consume around 10-15% of the total chip area [5]. More importantly than the area argument, the NoC inter-switch links are likely to be placed on the upper metal layers, and hence, the layout scenario is very similar to the situation shown in Fig. 1, with the active devices (cores, switches) on the silicon surface, and the inter-switch wires on the higher levels of the 3D structure.
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Fig. 1: (a) Global links in NoC-based systems-on-chip; (b) global interconnect segment with \( m \) signal lines; (c) global line spanning multiple metal/via levels.

The global signal lines are more prone to manufacturing defects, since they span more metal layers and require more vias in order to reach the active devices on the silicon surface. The increase in number of metal layers is driven by the higher integration level of semiconductor devices and a direct consequence of Moore’s law. Hence, it is expected that the yield of global interconnects will decrease as the number of metal layers increases, as projected by the ITRS documents [6] (e.g., 12 metal layers for 45 nm technology, compared with 9 layers for a typical 130 nm process). In this work, we propose a method to improve the yield of global interconnects of NoC-based chips by using redundant upper-level wires interconnected with the low-level metal lines in a sparse matrix configuration. This method is based on the use of sparse regular crossbars, which are a particular class of generalized connectors.

2. Related work

Recently, the multi-core, multi-processor SoCs have been proposed and designed to deliver the computational power for demanding multimedia and communications applications. The typical number of cores in such SoCs is in the range of 100 or more, and their internal data throughput can reach up to 100 Gbps [7].


Fault tolerance of global SoC interconnects was addressed by different groups proposing error recovery schemes based on error detection and correction [12], mainly aimed at
recovering from failures caused by transient faults. For more structured interconnect systems, such as FPGAs, tolerance to permanent faults can be achieved by rerouting and remapping the faulty interconnect resources [13]. The advantage of the FPGA systems from this point of view is their high level of programmability and modularity, which make them readily adaptable for fault tolerance.

The NoC global interconnects (inter-switch links) do not have the degree of programmability of FPGA interconnects; however, they are prone to the same types of manufacturing and reliability defects. Although most of these defects can be detected during manufacturing test, permanent defects (undetected and/or developed post-fabrication) may still affect the operation of SoC interconnects due to latent manufacturing flaws and wear-out mechanisms. More importantly, the global interconnect defects are a potential source of yield loss [6] due to the large number of vias they need.

In this paper, we propose a method to design global NoC interconnects such that a specified interconnect yield target can be achieved. We present the trade-off between the interconnect resources and the achievable yield.

3. Problem statement: assumptions and requirements

In this section we formally describe the problem of constructing global NoC interconnects such that, under a specific set of defect assumptions, a certain interconnect yield be achieved. Let $L$ be an interconnect segment consisting of a set of wires whose function is to transfer a certain number of signals, denoted by $m$. Let $P_{\text{line}}$ be the probability that a single global line (including the vias from the silicon surface to the upper metal layers and back – refer to Fig. 1) is fabricated correctly. Given a certain interconnect yield target $Y$ to be achieved, we want to determine the total number of metal lines $n$ ($n \geq m$) that need to be provided to the interconnect segment $L$.

Additional constraints are:

1. The spare and active metal lines must have closely matched electric characteristics and must be fully interchangeable.
2. The switching circuitry that routes the $m$ signal lines to the $n$ active wires of the interconnect $L$ must be of minimal area and complexity.

The first requirement above reflects the fact that the circuits that implement and manage the interconnect and perform the actual mapping of signal lines to physical wires may place an additional load on the metal wires. If this load is not identical for all wires, than their delays may be different, and, consequently, the timing characteristics of the same interconnect segment may change when the interconnect is reconfigured upon the occurrence of a permanent fault.

The second requirement refers to the fact that the implementation of the fault tolerant features must be hardware efficient, since the silicon area is an important component of the overall cost.

Our approach is intended for use in the physical design stage of the chip-making process and is aimed specifically at NoC global links. It consists of the following steps:

Step 1: Identify the global signal lines that connect different cores and span multiple metal layers (as indicated by the example in Fig. 1).

Step 2: Calculate the probability of failure per line, using the probability of failure of an individual via; calculate the number of spare metal lines required in order to achieve the desired interconnect yield.

Step 3: Provide a mechanism that can select a set of good lines at both ends of the interconnect segment, with the number of defect-free lines equal to the number of logic core I/Os, from a total number of lines equal to the sum of logic I/Os and spare lines calculated at Step 2.
In the following section, we present a method to calculate the number of spare metal lines that must be provided in order to achieve a desired interconnect yield.

4. Interconnect yield modeling and spare calculation

In VLSI manufacturing, the critical area model [14] is commonly employed to estimate the yield sensitivity of chips to random failure mechanisms. For specific manufacturing processes, the results are then calibrated using electrical test structures [18]. We apply the power law model, following the procedure in [15], and the critical area model to determine the probability of failure of an individual via, $\text{PoF}_{\text{via}}$.

$$
\text{PoF}_{\text{via}} = D_{0,\text{ref}} \cdot \text{Dens}_{\text{ref}}^{k-1} / \text{Dens}_{\text{ref}}^k
$$

Here, $D_{0,\text{ref}}$ and $\text{Dens}_{\text{ref}}$ are constants for a specific manufacturing process and determined through curve fitting during process characterization. It has been observed [15], through experiments on technologies with different minimum feature sizes, that the exponent of the power law model, $k$, tends to 1 as the feature size decreases. This allows us to make the assumption that $\text{PoF}_{\text{via}}$ is (almost) independent of via density ($\text{Dens}$) and consider via failures as independent events for statistical yield calculations. This weak dependence is more pronounced for smaller feature sizes, i.e., $\text{PoF}_{\text{via}}$ in a 90 nm technology has a weaker dependence on via density than $\text{PoF}_{\text{via}}$ in a 130 nm technology.

We then determine the probability of failure of an interconnect line spanning multiple metal layers $P_{\text{line}}$ taking into account the corresponding number of via levels that it traverses. Assuming via failures on different via levels as independent events, the probability that a global interconnect line spanning $l$ metal layers is defect-free can be expressed as:

$$
P_{\text{line}} = \prod_{i=1}^{l} \left(1 - \text{PoF}_{\text{via}_{i-1}}\right)^2
$$

Under these considerations, tolerating global wire defects is a matter of providing adequate number of spares, separating the good from the bad, and configuring the inter-core links accordingly.

We can perform an $m$-choose-$n$ calculation to obtain the number of wires that must be available ($n$) to achieve a given number of functional wires ($m$) in the link. The probability that the yield be such that exactly $i$ wires are defect-free is:

$$
P_{\text{yield}}(n,i) = \binom{n}{i} (P_{\text{line}})^i (1 - P_{\text{line}})^{n-i}
$$

That is, there are exactly $\binom{n}{i}$ ways of selecting $i$ wires from a total of $n$ wires, and the probability that each of these cases is defect-free is $(P_{\text{line}})^i (1 - P_{\text{line}})^{n-i}$. We can have a set of $m$ functional wires whenever $m$ or more of them are defect-free, so the yield of the link is expressed as the cumulative distribution function:
Given the desired probability (or yield) for having at least \( m \) defect-free wires, \( P_{m \text{ of } n} \), Eq. (4) provides a way to find the number of physical wires, \( n \), that are required in the layout in order to achieve the target yield.

5. Link configuration mechanism

In order to physically connect a set of \( m \) functional wires at the core interface, we must provide a way to arbitrarily connect the \( m \) interface signals to the \( n \) physical wires (\( m \leq n \)) such that exactly \( m \) defect-free wires are used to transmit the data between two cores. Moreover, we must ensure that in any possible configuration, the electrical properties of the core-to-core interconnect are preserved, i.e., the delays of different possible configurations must match closely. Another constraint that we have is that the area of the configuration circuitry must be minimal, since this adds up to the total cost of interconnects.

With these restrictions, we propose a method to construct configurable connectors that have identical delays for any input/output connection, and are of minimal size. This method is based on the theory of generalized connectors [8], and uses specific results for a class of connectors known as regular sparse crossbar concentrators [16].

5.1. Sparse crossbars

An \((m,n)\)-sparse crossbar is defined as a bipartite graph \( G = \{I,O,E\} \), with a set of \( m \) inputs \( \{I\} \), a set of \( m \) outputs \( \{O\} \), and a set of edges \( \{E\} \) such that there exist a one-to-one mapping between any \( n \) or fewer outputs and the \( m \) inputs. The edges in \( E \) are called the crosspoints of graph \( G \). The number of crosspoints of \( G \) represents its crosspoint complexity. For a hardware implementation of a sparse crossbar, the crosspoint complexity is a direct measure of the silicon area required by its layout.

The number of outputs (inputs) to which an input (output) in connected to is called its fanout (fanin), and the maximum number of outputs (inputs) to which an input (output) in \( G \) is connected is called the fanout (fanin) of \( G \). A sparse crossbar is said to be regular if the difference between both the fanouts of its inputs and the fanins of its outputs is no greater than two.

The direct sum \( G_1 + G_2 \) of sparse crossbars \( G_1 = \{I,O_1,E_1\} \) and \( G_2 = \{I,O_2,E_2\} \) is another sparse crossbar \( G_1 + G_2 = \{I,O_1UO_2,E_1UE_2\} \).

An \((m,n)\)-sparse crossbar is called a fat-and-slim crossbar if any \( n-m \) of its outputs are connected to all the inputs in \( I \), and each of the remaining \( n \) outputs is connected to a distinct input. We can represent an \((m,n)\) fat-and-slim crossbar \( G \) by an \( m \times n \) adjacency matrix, \( A_G=[a_{ij}]_{m \times n} \) of binary elements, where a ‘1’ element in row \( i \) and column \( j \) represents a crosspoint between input \( i \) and output \( j \). An \((m,n)\)-fat-and-slim crossbar has the adjacency matrix \([F_{m,n-m}\cdot S_m]\), where \( F_{m,n-m} \) is a \( m \times n-m \) matrix of ‘1’ s and \( S_m \) denotes the \( m \times m \) identity matrix, as indicated in the example in Fig. 2.
5.2. Construction of fault tolerant global interconnects based on regular crossbars

Based on the yield considerations formulated in Sec. 4 and sparse crossbars briefly described in Sec. 5.1, we now present a method to build connectors that can tolerate defects of the global wires, while still complying with our delay and area restrictions.

As shown in Fig. 2, we start with a simple crossbar whose corresponding adjacency matrix is the $m \times m$ identity matrix. This corresponds to the case when the global interconnect is not fault tolerant and represents the ‘slim’ part of the fat-and-slim crossbar. We then add the ‘fat’ part corresponding to $n-m$ spare wires required to achieve the desired interconnect yield according to Eq. (4), a full crossbar whose adjacency matrix is of size $(n-m) \times (n-m)$ and has all elements’1’.

We have now a fat-and-slim crossbar that can tolerate $n-m$ defects. This crossbar is not balanced, in the sense that the capacitive load from an input to an output is not matched for different input-output combinations. To balance the load, we can transform the fat-and-slim crossbar such that for each input-output combination, the sum of the corresponding fanout and fanin is matched closely.

First, we need a proof that such a crossbar exists. The proof is provided by the following theorem [16]:

**Theorem 1**: For any positive integers $m$ and $n \geq m$, the $(m,n)$-fat-and-slim sparse crossbar can be rearranged to obtain a sparse crossbar with fanout of either $\alpha \pm 1$ or $\alpha$, fanin of $n-m+1$ and minimum number of crosspoints, where $\alpha$ is given by:

$$\alpha = \begin{cases} 
\lfloor (n-m+1)m \rfloor \div n, & \text{if } \frac{(n-m+1)m}{n} < 0.5, \text{ and } n \geq \frac{3m}{2} \\
(n-m+1)m \div n, & \text{if } \frac{(n-m+1)m}{n} \geq 0.5, \text{ and } n \geq \frac{3m}{2} 
\end{cases}$$

(5)

where $\lfloor x \rfloor$ and $\lceil x \rceil$ are the floor and ceiling functions, defined as the largest integer less than or equal to $x$, and the smallest integer not less than $x$, respectively. For a rigorous mathematical proof of this theorem, the reader is referred to [16] and [17].

Intuitively, we can observe that the sums $\text{fanin} - \text{fanout}$ of input-output pairs can differ by one due to the $\text{fanin}$ and $\text{fanout}$ being even or odd integers, which explains why the capacitive loads of input-output connections, cannot always be made identical; electrically, this implies...
that they may nominally differ by an amount equal to the equivalent nominal capacitance of one crosspoint. Once we know that such crossbars exist, we need a way to build them.

We use the following column exchange operation to balance the rows and columns of the adjacency matrix of a fat-and-slim crossbar. Let \( A_G \) be the adjacency matrix of the \((m,n)\)-sparse crossbar \( G \). Let \( x \) and \( y \) be any two columns in \( A_G \), where \( x \) covers \( y \). Let \( a_{i_1,x}, a_{i_2,x}, \ldots, a_{i_r,x} \) be a string of \( r \) ‘1’s in \( x \). For any \( 1 \leq i \leq r \), the column exchange operation is performed by exchanging \( a_{i_d,x} \) with \( a_{i_d,y} \). If matrix \( B \) is the result of the column exchange operation, then, when no column \( x \) is left that covers any other column \( y \), matrix \( B \) is balanced. Fig. 3 shows how the column exchange operation is applied on the fat-and-slim, \( n-m \) fault tolerant crossbar. We observe that column 6 is the first that covers column 1, so we start by exchanging elements (2,1) and (2,6). For the matrix newly formed, we observe that the first column covered by column 6 is now column 3, so we proceed to exchange elements (4,3) and (4,6). The column exchange operations are continued in this fashion until no column is left that covers another column.

Fig. 3: Balanced, \((n-m)\) fault-tolerant sparse crossbar, after successive column exchange operations

The column exchange operation distributes evenly the crosspoints along rows and columns of the sparse crossbar. For a rigorous proof of this property of the above operation, the reader is referred to [16].

Fig. 3 shows the status of the defect-tolerant sparse crossbar in Fig. 2 after the balancing was done. Note that, for each possible input-output combination, the sums \( \text{fanout} + \text{fanin} \) do not differ with more than 1.

6. Experimental results and discussion

We applied the method developed in this work to sets of global interconnects of different widths, representative for the cases of network-on-chip communication fabrics. We considered the case of a 65 nm technology with 11 metal layers and defect distributions as projected by the ITRS 2005 roadmaps.

Fig. 4 plots the total number of wires (including the redundant ones), \( n \), that need to be routed in order to provide 90%, 99%, and 99.9% interconnect yield respectively, for global link widths \( (m) \) of 32, 64, and 128 bits and probability of defect-free global interconnect line ranging between 0.9 and 1.
The total number of wires $n$, in the above example, was determined assuming the global interconnects are laid out on upper metal layers. As mentioned above, we use a 65 nm technology, with a defect density of 0.025 defects/cm$^2$ obtained from [6].

Table 1 shows the relative interconnect yield improvement (fourth column in the table) for a probability of defect-free line $P_{\text{line}} = 0.99$ and the cost to achieve it in terms of number of crossbar crosspoints (third column) for different target interconnect yields and link widths.

<table>
<thead>
<tr>
<th>Interconnect width ($m$)</th>
<th>Target interconnect yield $P_{m \text{ of } n}$ [%]</th>
<th>Number of crosspoints</th>
<th>Interconnect yield improvement [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>90</td>
<td>96</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>288</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td>99.9</td>
<td>708</td>
<td>27.4</td>
</tr>
<tr>
<td>64</td>
<td>90</td>
<td>260</td>
<td>37.5</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>548</td>
<td>46.5</td>
</tr>
<tr>
<td></td>
<td>99.9</td>
<td>2180</td>
<td>47.4</td>
</tr>
<tr>
<td>128</td>
<td>90</td>
<td>1152</td>
<td>62.5</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>5312</td>
<td>71.5</td>
</tr>
<tr>
<td></td>
<td>99.9</td>
<td>10128</td>
<td>72.4</td>
</tr>
</tbody>
</table>

As shown in Table 1, the yield of global interconnects can be significantly improved by using our technique. It is, however, extremely important to estimate carefully the target yield and characterize the manufacturing process accurately, since demanding a high yield or underestimating the individual $P_{\text{line}}$ for global interconnects can increase dramatically the size of the fault tolerant crossbars and, implicitly, the silicon area and metal lines required. For example, if we target a 99% yield for a 64-bit wide global link, we need to provide a 548-crosspoint sparse crossbar at each end of the link; if, instead, we aim for a 99.9% yield, the number of required crosspoints is 2180. That translates to an approximately 4X increase in silicon area for a yield improvement of only 0.9%.
7. Conclusions

We presented a structured method to build defect tolerant global interconnects that takes into account the manufacturing process characteristics in terms of via failure probability and, in turn, generates interconnects with the desired target yield. The mechanism that selects and reconfigures the interconnect is based on balanced sparse crossbars, and uses a minimum number of crosspoints to connect the set of defect-free wires at the core interface. The method also ensures that any valid interconnect configuration has identical capacitive load, which guarantees the invariance of timing characteristics of different possible configurations. An important advantage of this technique is that it can be easily automated and implemented in SoC design tools.

We intend to enhance the method by considering additional interconnect failure mechanisms, such as opens and shorts. We are also in the process of developing a complete autonomous repair solution for interconnects, including self-test and configuration hardware, combined with fault tolerant NoC switches. We expect the solution we proposed to become more relevant with the emergence of nanometer-scale VLSI processes, where high defect rates and device failures will be serious manufacturing limitations.
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