Energy Reduction through Crosstalk Avoidance Coding in NoC Paradigm
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Abstract

Commercial designs are currently integrating from 10 to 100 embedded functional and storage blocks in a single SoC and the number is likely to increase significantly in the near future. With this ever increasing degree of integration, design of communication architectures for big SoCs is a challenge. The communication requirements of these large Multi Processor SoCs (MP-SoCs) are convened by the emerging network-on-a-chip (NoC) paradigm. The basic operations of NoC infrastructures are governed by on-chip packet-switched networks. Crosstalk between adjacent wires is an issue in NoC communication fabrics and it can cause timing violations and extra power dissipation. Crosstalk avoidance codes (CACs) can be used to improve signal integrity and also reduce the coupling capacitance and hence the energy dissipation of a wire segment. By incorporating Crosstalk Avoidance Coding (CAC) in NoC data streams we are able to reduce communication energy, which will help to decrease the energy dissipation as a whole.
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1. Introduction and motivation

The network-on-Chip (NoC) design paradigm is viewed as an enabling solution [1] [2] for the integration of exceedingly high number of computational and storage blocks in a single chip. The common characteristics of NoC interconnect architectures is that the functional blocks communicate with each other with the help of intelligent switches and links. With technology scaling and DSM effects power consumption is the biggest challenge in today’s multi-core SoC design. Subsequently in NoC domain significant amount of energy is dissipated by the communication links. In DSM era the inter-wire spacing decreases rapidly [3], which in turn gives rise to large mutual capacitance. This increases the coupling capacitance between adjacent wires with negative effects on delay, power and signal integrity. Shielding can be used effectively to reduce crosstalk. This involves placing a grounded wire between every pair of signal wires. Although this is effective in preventing crosstalk within a bus, it has the effect of doubling the wire area. In NoC domain the inter-switch link wires have to be routed using higher metal layers, which scale slower than the rest of the layers [4] in order to prevent an unacceptable increase in resistance. Therefore doubling the routing requirements at these levels is difficult to justify. Crosstalk between adjacent wires is an issue in NoC communication fabrics and it can cause timing violations and extra power dissipation. Crosstalk avoidance codes can be used to reduce the coupling capacitance and hence the energy dissipation of a wire segment. By incorporating Crosstalk Avoidance Coding schemes in NoC data streams we expect to enhance the system reliability and at the same time reduce communication energy, which will help to decrease the overall energy dissipation. Crosstalk Avoidance Coding (CAC) reduces the effective coupling capacitance of the wire segments without doubling the number of wires and subsequently reduces the energy dissipation.

CACs reduce the worst-case switching capacitance of a wire by ensuring that a transition from one codeword to another codeword does not cause adjacent wires to switch in opposite directions [5].

It is shown in [6] that in regular NoC architectures the delays in the inter-switch wire segments, assuming worst case coupling capacitance can be fit to be within one clock cycle limit. However from energy dissipation perspective this is not an optimum case since by using different coding techniques total switching capacitance of the wire segments can be reduced. A wide variety of low-power bus encoding schemes are available [7] [8]. According to the analysis in [9] for the specific case of on-chip buses, the bus lines must
be 20 mm or longer in order for these encoding schemes to be energy efficient in practical implementations. In NoC environment the inter-switch wire segments are the longest signal carrying interconnects. Due to the structured nature of the communication fabric of the NoCs these inter-switch wire segments turn out to be significantly shorter than the above mentioned limit [6].

In addition to the reduction of switching capacitances of the inter-switch wire segments due to incorporation of CACs two more energy dissipation sources need to be considered. The first one is the coder-decoder energy and the second one is the extra energy dissipated by the redundant wires introduced by the coding schemes. Our aim in this paper is to study the feasibility of the CACs in the emerging NoC paradigm considering the trade-off between the energy efficiency and silicon area overhead.

2. Related work

In the recent years, there has been an evolving effort in developing on chip networks to integrate increasingly large number of functional cores in a single die [1]. The role of communication infrastructure on energy dissipation is discussed in [10]. Different strategies for power management of NoCs, such as power-aware on-off networks [11], and dynamic voltage scaling [12] have been addressed previously. In addition to these, different low-power encoding techniques have been proposed to reduce power consumption of on-chip buses. According to [9] due to higher power dissipation in the codec blocks these schemes are energy efficient only if the length of the wire segment exceeds a certain limit. Moreover these low power coding techniques reduces only the self-transition in a wire. In DSM processes one of the main sources affecting signal integrity is the crosstalk between adjacent wires. The crosstalk is data dependent and there are different coding schemes that aim to reduce the amount of relative transitions between adjacent wires [5]. This reduces the effective switching capacitance, which in turn speeds up the signal transmission while reducing the energy dissipation. All these coding schemes have been predominantly implemented for bus-based systems. The objective of this paper is to explore the energy savings capability of CACs in NoC domain.

3. Crosstalk avoidance in NoC links

A few NoC interconnect architectures have been proposed by different research groups [10]. The common characteristic of these NoC architectures is that the processor/storage cores communicate with each other through high-performance links and intelligent switches as shown in Fig. 1.

Data exchange between the functional blocks takes place in the form of packets. The success of the NoC design paradigm relies greatly on the standardization of the interfaces between IP cores and the interconnection fabric. Using a standard interface should not impact the methodologies for IP core development. The Open Core Protocol (OCP) [13] is a plug and play interface standard receiving a wide industrial and academic acceptance. Similar to the OCP, the AMBA AXI [14] is another protocol targeted at high performance, platform-based system design. As shown in the Fig. 2 for a core having both master and slave interfaces, the OCP/AXI compliant signals of the functional IP blocks are packetized by a second interface. The network interface has two functions:

1. injecting/absorbing the packets leaving/arriving at the functional/storage blocks;
2. packetizing/depacketizing the signals coming from/reaching to OCP/AXI compatible cores in form of packets.

In our crosstalk avoidance scheme we propose that the codec be a part of the network interface (NI). Consequently the data is coded at the source NI and is decoded when reaches the destination NI.

The delay of an inter-switch wire in the NoC link depends on the transitions on the wire and wires adjacent to it. The worst case delay of a wire is \((1 + 4\lambda)\tau\), where \(\tau\) is the delay of a crosstalk-free wire and \(\lambda\) is the ratio of the coupling capacitance to the bulk capacitance [15].

![Fig. 1: MESH-based NoC](image)

![Fig. 2: Interfacing of IP cores with the network fabric](image)
it is referred to as the maximum coupling. Consequently the CACs will reduce the energy dissipation per line in a NoC link. However when investigating the overall energy dissipation the effect of redundant wires per link need to be considered as well.

4. Crosstalk avoidance codes

There is a number of crosstalk avoidance codes [16] proposed in literature. Here we consider three representative CACs that achieve different degrees of delay reduction.

Forbidden Overlap Condition (FOC) codes

A wire has the worst-case delay \((1 + 4\Delta)\tau\) when it executes a rising (falling) transition and its neighbors execute falling (rising) transitions. If these worst-case transitions are avoided, the maximum coupling can be reduced to \(p=3\). This condition can be satisfied if and only if a codeword having the bit pattern 010 does not make a transition to a codeword having the pattern 101 at the same bit positions. The codes that satisfy the above condition are referred to as Forbidden Overlap Codes (FOC). The simplest method of satisfying the forbidden overlap condition is half-shielding, in which a grounded wire is inserted after every two signal wires. Though simple, this method has the disadvantage of requiring a significant number of extra wires. Another solution is to encode the data links such that the codewords satisfy the FO condition. However, encoding all the bits at once is not feasible for wide links due to prohibitive size and complexity of the codec hardware. In practice, partial coding is adopted, in which the links are divided into sub-channels which are encoded using CACs. The sub-channels are then combined in such a way as to avoid crosstalk occurrence at their boundaries. Considering a 4-bit subchannel the coding scheme is expressed in Table 1.

For coding 32 bits, eight FOC_{4,5} blocks are needed, and as a result of this a 32-bit uncoded link will be converted to a 40-bit coded link. In this case two sub-channels can be placed next to each other without any shielding, as well as not violating the FO condition.

Forbidden Transition Condition (FTC) codes

The maximum capacitive coupling and, hence, the maximum delay, can be reduced even further by extending the list of non-permissible transitions. By ensuring that the transitions between two successive codes do not cause adjacent wires to switch in opposite directions (i.e., if a codeword has a 01 bit pattern, the subsequent codeword cannot have a 10 pattern at the same bit position, and vice versa), the coupling factor can be reduced to \(p=2\). This condition is referred to as Forbidden Transition Condition, and the CACs satisfying it are known as Forbidden.

<table>
<thead>
<tr>
<th>Data bits</th>
<th>Code bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>d3</td>
<td>c4</td>
</tr>
<tr>
<td>d2</td>
<td>c3</td>
</tr>
<tr>
<td>d1</td>
<td>c2</td>
</tr>
<tr>
<td>d0</td>
<td>c1</td>
</tr>
<tr>
<td>c0</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: FOC_{4,5} coding scheme

Fig. 3: Bloc diagram of the FOC_{32,40} encoder architecture
Transition Codes (FTC). Inserting a shielding wire after each signal line can employ the simplest FTC. For wider links, a hierarchical encoding is more suitable, where the inter-switch links are divided into sub-channels that are encoded individually. Considering a 3-bit sub-channel the coding scheme is expressed in Table 2.

In this case also we combined the sub channels in such a way that there is no forbidden transition at the boundaries between them. Consequently a 32-bit uncoded link will be converted to 53-bit coded link [5].

### Table 2: FTC\textsubscript{3-4} Coding scheme

<table>
<thead>
<tr>
<th>Data bits</th>
<th>Code bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>d2 d1 d0</td>
<td>c3 c2 c1 c0</td>
</tr>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>0 1 0 1</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>1 0 1 0</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>1 1 0 1</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>1 1 1 1</td>
</tr>
</tbody>
</table>

#### Forbidden Pattern Condition (FPC) codes

The same reduction of the coupling factor as for FTCs (p=2) can be achieved by avoiding 010 and 101 bit patterns for each of the code words. This condition is referred to as Forbidden Pattern Condition, and the corresponding CAC is known as Forbidden Pattern Code (FPC). The simplest FPC code is realized by duplication, where each data bit is transmitted using two adjacent wires. Considering a 4-bit sub-channel the coding scheme is expressed in Table 3. While combining the sub channels we made it sure that there is no forbidden pattern at the boundaries. As a result of this similar to the above two CACs FPC also adds redundant bits to the uncoded link and a 32-bit uncoded link is converted to a 52-bit coded link.

In general, when combinational coding/decoding techniques are used to implement CACs, if the uncoded link has n signal lines, and the coded link has k> n wires, the corresponding code is referred to as a (n, k) code. Theoretical limits for the minimum value of k for different crosstalk avoidance techniques were shown in [16].

In this paper we investigate the applicability of these three CAC coding schemes in the NoC domain. Our aim is to study the energy saving characteristics of these schemes at the cost of extra area overhead they introduce.

### Table 3: FPC\textsubscript{4-5} coding scheme

<table>
<thead>
<tr>
<th>Data bits</th>
<th>Code bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>d3 d2 d1 d0 c4 c3 c2 c1 c0</td>
<td></td>
</tr>
<tr>
<td>0 0 0 0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>0 0 0 1 0 0 0 0 1</td>
<td></td>
</tr>
<tr>
<td>0 0 1 0 0 0 1 1 0</td>
<td></td>
</tr>
<tr>
<td>0 0 1 1 0 0 1 1 1</td>
<td></td>
</tr>
<tr>
<td>0 1 0 0 0 1 1 0 0</td>
<td></td>
</tr>
<tr>
<td>0 1 0 1 0 1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>0 1 1 0 0 1 1 1 0</td>
<td></td>
</tr>
<tr>
<td>0 1 1 1 0 1 1 1 1</td>
<td></td>
</tr>
</tbody>
</table>

#### 5. Energy dissipation in a NoC-based SoC

When flits travel on the interconnection network, both the inter-switch wires and the logic gates in the switches toggle and this will result in energy dissipation. The flits from the source nodes need to traverse multiple hops consisting of switches and wires to reach destinations. Consequently, we determine the energy dissipated in each interconnect and switch hop. The energy per flit per hop is given by

\[ E_{\text{hop}} = E_{\text{switch}} + E_{\text{interconnect}} \]  \hspace{1cm} (5.1)

The energy dissipated in transporting a flit consisting of n bits through h hops can be calculated as

\[ E_{\text{flit}} = n \sum_{j=1}^{h} E_{\text{hop},j} \]  \hspace{1cm} (5.2)

Let \( P \) be the total number of flits transported, and let \( E_{\text{flit}} \) be the energy dissipated by the \( i^{th} \) flit, where i ranges from 1 to \( P \). The average energy per bit \( E_{\text{bit}} \) is then calculated according to the following equation:
In order to quantify the energy dissipation profile for a NoC interconnect architecture, we determine the energy dissipated in each switch, $E_{\text{switch}}$, by running Synopsys Prime Power on the gate-level netlist of the switch blocks, including the NIs. To determine interconnect energy, $E_{\text{interconnect}}$, the capacitance of each interconnect stage, $C_{\text{interconnect}}$, is calculated taking into account the specific layout of each topology and it can be estimated according to the following expression:

$$C_{\text{interconnect}} = C_{\text{wire}} \cdot w_{a+1,a} + n \cdot m \cdot (C_G + C_J)$$

where $C_{\text{wire}}$ is the wire capacitance per unit length, and $w_{a+1,a}$ is the wire length between two consecutive switches; $C_G$ and $C_J$ are the gate and junction capacitance of a minimum size inverter, respectively, $n$ denotes the number of inverters (when buffer insertion is needed) in a particular inter-switch wire segment and $m$ is their corresponding size with respect to a minimum size inverter. While calculating $C_{\text{wire}}$ without any coding we have considered the worst case switching scenario, where the two adjacent wires switch in the opposite direction of the signal line simultaneously [10]. In the presence of CACs the value of $C_{\text{wire}}$ will be reduced according to the coding scheme and this will help in reducing $E_{\text{interconnect}}$. On the other hand incorporation of the codec blocks will increase $E_{\text{switch}}$. Our aim is to study the effects of these two together on the overall energy dissipation NoC communication infrastructures.

6. Experimental results and analysis

To evaluate the role of the CAC schemes discussed above on the energy dissipation characteristics of a NoC we consider a system consisting of 64 IP blocks and mapped them onto MESH-based NoC architecture as shown in Fig. 1. Messages were injected with a uniform traffic pattern (in each cycle, all IP cores can generate messages with the same probability). The wormhole routing technique [10], where data packets are divided into fixed length flow control units (flits) is generally adopted. A packet is divided into a header flit containing routing and flow control information, one or more data flits, and a tail flit indicating the end of packet. The routing mechanism used for all simulations was the e-cube (dimension order) routing [10].

The energy dissipation of each inter-switch wire segment is a function of $\lambda$, the ratio of the coupling capacitance to the bulk capacitance. For a given interconnect geometry, the value of $\lambda$ depends on the metal coverage in upper and lower metal layers [5]. We vary the value of $\lambda$ from 1 to 4 [16].

Figs. 4 and 5 show the average bit energy dissipation as a function of the injection load of the NoC under consideration with $\lambda=1$ and $\lambda=4$ at 130 nm technology node respectively. The injection load is expressed as the number of flits injected by each IP per cycle. Each simulation was initially run for 1000 cycles to allow transient effects to stabilize and subsequently it was executed for 20,000 cycles. To calculate average energy, we associate an energy value $E_{\text{switch}}$ and $E_{\text{interconnect}}$ with each switch and interconnect segment, respectively. The average energy dissipation in transmitting a bit through the NoC is calculated according to equations (5.1) and (5.3).

### Table 4: Comparison of Bit Energy Dissipation of CAC schemes

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Uncoded</th>
<th>FOC</th>
<th>FTC</th>
<th>FPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>215.5</td>
<td>230.4</td>
<td>216.5</td>
<td>228.1</td>
</tr>
<tr>
<td>4</td>
<td>253.2</td>
<td>256.6</td>
<td>230.2</td>
<td>241.7</td>
</tr>
</tbody>
</table>

This trend in energy dissipation characteristics for different CAC coding schemes can be explained by...
considering the effects of the redundant wires each coding scheme add, on the energy dissipation profile. Though by incorporating CAC the capacitance of each wire is reduced, extra wires are added to the system. We consider an uncoded inter-switch link of 32 bits wide and denote the energy of the whole link by $E_{uncoded}$ and the energy of the coded link including the redundant wires by $E_{coded}$. The energy dissipated by the codec is denoted by $E_{codec}$. The energy savings in the interconnect segment arising out of incorporation of coding schemes is denoted by $\eta$, where $\eta = \left( E_{uncoded} - E_{coded} \right)$. We are interested in the situations where $E_{coded} \leq E_{uncoded}$ and $\eta$ is equal to or greater than $E_{codec}$ as this is the case in which we can achieve net energy savings per link. We plot the ratio $\gamma = \frac{\eta}{E_{codec}}$ as a function of $\lambda$ for all the three coding schemes under consideration. For those values of $\lambda$ where $\gamma \geq 1$, we have overall energy savings per link. In these plots we assume that the uncoded and coded link have the same frequency of operation.

7. Area overhead

While evaluating the performance of CAC schemes we need to consider the extra silicon area they add to the NoC switch blocks. Through RTL level design and synthesis in 130 nm technology node, we found that the switches, inclusive of the network interface (NI) and without any coding scheme consist of approximately 30K gates. Here, we consider a 2-input minimum-sized NAND structure as a reference gate. In comparison to this the codecs for FOC, FPC and FTC have around 650, 1000 and 770 gates respectively. Consequently the extra area overhead added by the CAC schemes is relatively insignificant.

8. Conclusions and future work

Network on chip is emerging as a revolutionary method to integrate numerous cores in a single SoC. Widespread adoption of NoC paradigm will be possible if it addresses the system level reliability issues in addition to easing the design process. By incorporating Crosstalk Avoidance Codes (CACs) in NoC data stream it is possible to reduce the coupling capacitance of interswitch wire segments and consequently the energy dissipation in communication. Considering a MESH-based NoC We have shown that all the CACs are not energy efficient. Rather the codes for which reduction in interconnect energy, including the redundant wires is more than the additional energy dissipated by the codecs should be used. We aim to make these schemes more energy efficient by modifying the flit structure [10] in such a way that only the header flit needs to be coded/decoded at each intermediate switch between a pair of source and destination IPs. Consequently there would be no codec energy dissipation for the body flits at the intermediate nodes. As a result of this it is expected that there will be more energy savings for the body flits.

In addition to this we are investigating the effect of incorporating Single Error Correction (SEC) codes and CAC together in NoC data stream. CACs help in reducing the coupling capacitance of inter-switch wire segments, but it does not help to protect against any transient malfunction like electromigration, alpha particle hit etc. CACs help to reduce energy in communication and SECs will make the system more robust.
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