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Abstract—Multi-core platforms are emerging trends in the design of Systems-on-Chip (SoCs). Interconnect fabrics for these multi-core SoCs play a crucial role in achieving the target performance. The Network-on-Chip (NoC) paradigm has been proposed as a promising solution for designing the interconnect fabric of multi-core SoCs. But the performance requirements of NoC infrastructures in future technology nodes cannot be met by relying only on material innovation with traditional scaling. The continuing demand for low power and high speed interconnects with technology scaling necessitates looking beyond the conventional planar metal/dielectric-based interconnect infrastructures. Among different possible alternatives, the on-chip wireless communication network is envisioned as a revolutionary methodology, capable of bringing significant performance gains for multi-core SoCs. Wireless NoCs (WiNoCs) can be designed by using miniaturized on-chip antennas as an enabling technology. In this paper we present design methodologies and technology requirements for scalable WiNoC architectures and evaluate their performance. It is demonstrated that WiNoCs outperform their wired counterparts in terms of network throughput and latency, and that energy dissipation improves by orders of magnitude. The performance of the proposed WiNoC is evaluated in presence of various traffic patterns and also compared with other emerging alternative NoCs.
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1 INTRODUCTION

The Network-on-Chip (NoC) paradigm has emerged as a communication backbone to enable a high degree of integration in multi-core System-on-Chips (SoCs) [1]. Despite their advantages, an important performance limitation in traditional NoCs arises from planar metal interconnect-based multi-hop communications, wherein the data transfer between two distant blocks causes high latency and power consumption. To alleviate this problem, insertion of long-range links in a standard mesh network using conventional metal wires has been proposed [2]. Another effort to improve the performance of multi-hop NoC was undertaken by introducing ultra-low-latency and low power express channels between communicating nodes [3, 4]. But these communication channels are also basically metal wires, though they are significantly more power and delay efficient compared to their more conventional counterparts. According to the International Technology Roadmap for Semiconductors (ITRS) [5] for the longer term, improvements in metal wire characteristics will no longer satisfy performance requirements and new interconnect paradigms are needed. Different approaches have been explored already, such as 3D and photonic NoCs and NoC architectures with multi-band RF interconnect [6-8]. Though all these emerging methodologies are capable of improving the power and latency characteristics of the traditional NoC, they need further and more extensive investigation to determine their suitability for replacing and/or augmenting existing metal/dielectric-based planar multi-hop NoC architectures. Consequently, it is important to explore further alternative strategies to address the limitations of planar metal interconnect-based NoCs.

Here we propose an innovative and novel approach, which addresses simultaneously the latency, power consumption and interconnect routing problems: replacing multi-hop wired paths in a NoC by high-bandwidth single-hop long-range wireless links.

Over the last few years there have been considerable efforts in the design and fabrication of miniature antennas operating in the range of tens of gigahertz to hundreds of terahertz, opening up the possibility of designing on-chip wireless links [9-11]. It is also predicted that the intra-chip communication bandwidth achievable with conventional CMOS-based RF technology is not going to be sufficient [12]. Hence, the need to explore alternative technologies arises. Recent research has uncovered excellent emission and absorption characteristics leading to dipole like radiation behavior in carbon nanotubes (CNTs), making them promising for use as antennas for on-chip wireless communication [11]. In this paper the design principles of Wireless Network-on-Chip (WiNoC) architectures are presented. The performance benefits of these WiNoCs due to the utilization of high-speed wireless links are evaluated through cycle accurate simulations. On-chip wireless links enable one-hop data transfers between dis-
tant nodes and hence reduce the hop counts in inter-core communication. In addition to reducing interconnect delay, eliminating multi-hop long distance wired communication reduces energy dissipation as well. In future the number of cores in a SoC is expected to increase manifold. Consequently it is imperative to have a scalable communication infrastructure without affecting system performance significantly. Our work proposes a scalable WiNoC architecture and evaluates its performance with respect to conventional wired NoCs. It is demonstrated that by utilizing the wireless medium efficiently, it is possible to minimize the effects of scaling up the system size on the performance of the WiNoCs. It is possible to create various configurations for the WiNoC depending on the number of available wireless channels and their placement in the network. All the different WiNoC architectures considered in this paper are shown to dissipate significantly less energy and to achieve notable improvements in throughput and latency compared to traditional wired NoCs.

2 RELATED WORK

Conventional NoCs use multi-hop packet switched communication. At each hop the data packet goes through a complex router/switch, which contributes considerable power, throughput and latency overhead. To improve performance, the concept of express virtual channels is introduced in [3]. It is shown that by using virtual express lanes to connect distant cores in the network, it is possible to avoid the router overhead at intermediate nodes, and thereby greatly improve NoC performance in terms of power, latency and throughput. Performance is further improved by incorporating ultra low-latency, multi-drop on-chip global lines (G-lines) for flow control signals [4]. In [2], performance of NoCs has been shown to improve by insertion of long range wired links following principles of small world graphs [13]. Despite significant performance gains, the schemes in [2-4] still require laying out long wires across the chip and hence performance improvements beyond a certain limit may not be achievable.

The performance improvements due to NoC architectural advantages will be significantly enhanced if 3D integration is adopted as the basic fabrication methodology. The amalgamation of two emerging paradigms, namely NoCs and 3D ICs, allows for the creation of new structures that enable significant performance enhancements over traditional solutions [6], [14, 15]. Despite these benefits, 3D architectures pose new technology challenges such as thinning of the wafers, inter-device layer alignment, bonding, and interlayer contact patterning [16]. Additionally, the heat dissipation in 3D structures is a serious concern due to increased power density [16, 17] on a smaller footprint. There have been some efforts to achieve near speed-of-light communications through on-chip wires [18, 19]. Though these techniques achieve very low delay in data exchange along long wires, they suffer from significant power and area overheads from the signal conditioning circuitry. Moreover the speed of communication is actually about a factor of one-half the speed of light in silicon dioxide. By contrast, on-chip data links at the true velocity of light can be designed using recent advances in silicon photonics [20, 21]. The design principles of a photonic NoC are elaborated in [6] and [21]. The components of a complete photonic NoC, e.g., dense waveguides, switches, optical modulators and detectors, are now viable for integration on a single silicon chip. It is estimated that a photonic NoC will dissipate an order of magnitude less power than an electronic planar NoC. Although the optical interconnect option has many advantages, some aspects of this new paradigm need more extensive investigation. The speed of light in the transmitting medium, losses in the optical waveguides, and the signal noise due to coupling between waveguides are the important issues that need more careful investigation. Another alternative is NoCs with multi-band RF interconnects [22]. Various implementation issues of this approach are discussed in [8]. In this particular NoC, instead of depending on the charging/discharging of wires for sending data, electromagnetic (EM) waves are guided along on-chip transmission lines created by multiple layers of metal and dielectric stack [22]. As the EM waves travel at the effective speed of light, low latency and high bandwidth communication can be achieved. This type of NoC too, is predicted to dissipate an order of magnitude less power than the traditional planar NoC with significantly reduced latency.

On-chip wireless interconnects were demonstrated first in [23] for distributing clock signals. Recently, the design of a wireless NoC based on CMOS Ultra Wideband (UWB) technology was proposed [24]. The particular antennas used in [24] achieve a transmission range of 1 mm with a length of 2.98 mm. Consequently, for a NoC spreading typically over a die area of 20 mm x 20 mm, this architecture essentially requires multi-hop communication through the on-chip wireless channels. Moreover, the overheads of a wireless link may not be justifiable for 1 mm range of on-chip communication compared to a wired channel. We therefore propose to use relatively long range on-chip wireless communication data links to achieve energy efficient and low latency wireless NoC architectures.

3 WIRELESS NOC ARCHITECTURE

In a generic wired NoC the constituent embedded cores communicate via multiple switches and wired links. This multi-hop communication results in data transfers with high energy dissipation and latency. To alleviate this problem we propose long-distance high bandwidth wireless links between distant cores in the chip. In the following subsections we will explain the design of a scalable architecture for WiNoCs of various system sizes.

3.1 Topology

Modern complex network theory [25] provides us with a powerful method to analyze network topologies and their properties. Between a regular, locally interconnected mesh network and a completely random Erdős-
Rényi topology, there are other classes of graphs [25], such as small-world and scale-free graphs. Networks with the small-world property have a very short average path length, which is commonly measured as the number of hops between any pair of nodes. The average shortest path length of small-world graphs is bounded by a polynomial in $\log(N)$, where $N$ is the number of nodes, which makes them particularly interesting for efficient communication with minimal resources [26, 27]. This feature of small-world graphs makes them particularly attractive for constructing scalable WiNoCs. Most complex networks, such as social networks, the Internet, as well as certain parts of the brain exhibit the small-world property. A small-world topology can be constructed from a locally connected network by re-wiring connections randomly to any other node, which creates short cuts in the network [28]. These random long-range links between nodes can also be established following probability distributions depending on the distance separating the nodes [29]. It has been shown that such “shortcuts” in NoCs can significantly improve the performance compared to locally interconnected mesh-like networks [2, 27] with fewer resources than a fully connected system.

Our goal here is to use the “small-world” approach to build a highly efficient NoC based on both wired and wireless links. Thus, for our purpose, we first divide the whole system into multiple small clusters of neighboring cores and call these smaller networks subnets. As subnets are smaller networks, intra-subnet communication will have a shorter average path length than a single NoC spanning the whole system. Fig. 1(a) shows a subnet with mesh topology. This mesh subnet has NoC switches and links as in a standard mesh based NoC. The cores are connected to a centrally located hub through direct links and the hubs from all subnets are connected in a 2nd level network forming a hierarchical network. This upper level of the hierarchy is designed to have characteristics of small-world graphs. Due to a limited number of possible wireless links, as discussed in later subsections, neighboring hubs are connected by traditional wired links forming a bi-directional ring and a few wireless links are distributed between hubs separated by relatively long distances. Reducing long-distance multi-hop wired communication is essential in order to achieve the full benefit of on-chip wireless networks for multi-core systems. As the links are initially established probabilistically, the network performance might not be optimal. Hence, after the initial placement of the wireless links the network is further optimized for performance by using Simulated Annealing (SA) [30]. The particular probability distribution and the heuristics followed in establishing the network links are described in the next subsection. Key to our approach is establishing optimal overall network topology under given resource constraints, i.e., a limited number of wireless links. Figure 1(b) shows a possible interconnection topology with 8 hubs and three wireless links. Instead of the ring used in this example, the hubs can be connected in any other possible interconnect architecture. The size and number of subnets are chosen such that neither the subnets nor the upper level of the hierarchy become too large. This is because if either level of the hierarchy becomes too large then it causes a performance bottleneck by limiting the data throughput in that level. However, since the architecture of the two levels can be different causing their traffic characteristics to differ from each other, the exact hierarchical division can be obtained by performing system level simulations as shown in section 4.3.

We propose a hybrid wired/wireless NoC architecture. The hubs are interconnected via both wireless and wired links while the subnets are wired only. The hubs with wireless links are equipped with wireless base stations (WBs) that transmit and receive data packets over the wireless channels. When a packet needs to be sent to a core in a different subnet it travels from the source to its respective hub and reaches the hub of the destination subnet via the small-world network consisting of both wireless and wired links, where it is then routed to the final destination core. For inter-subnet and intra-subnet data transmission, wormhole routing is adopted. Data packets are broken down into smaller parts called flow control units or flits [31]. The header flit holds the routing and control information. It establishes a path, and subsequent payload or body flits follow that path. The routing protocol is described in Section 3.4.

3.2 Wireless link insertion and optimization

As mentioned above, the overall interconnect infrastructure of the WiNoC is formed by connecting the cores in the subnets with each other and to the central hub through traditional metal wires. The hubs are then connected by wires and wireless links such that the 2nd level of the network has the small-world property. The placement of the wireless links between a particular pair of source and destination hubs is important as this is responsible for establishing high-speed, low-energy interconnects on the network, which will eventually result in performance gains. Initially the links are placed probabilistically; i.e., between each pair of source and destination hubs, $i$ and $j$ respectively, the probability $P_{ij}$ of having a

![Fig. 1. (a) Mesh topology of subnet with a hub connected to all switches in the subnet. (b) Network topology of hubs connected by a small-world graph with both wired and wireless links.](image-url)
wireless link is proportional to the distance measured in number of hops along the ring, \( h_{ij} \), as shown in (1).

\[
P_{ij} = \frac{h_{ij}}{\sum_{i,j} h_{ij}}
\]

(1)

The probabilities are normalized such that their sum is equal to one. Such a distribution is chosen because in the presence of a wireless link, the distance between the pair becomes a single hop and hence it reduces the original distance between the communicating hubs through the ring. Depending on the number of available wireless links, they are inserted between randomly chosen pairs of hubs, which are chosen following the probability distribution mentioned above.

Once the network is initialized, an optimization by means of SA heuristics is performed. Since the subnet architectures are independent of the top level network, the optimization can be done only on the top level network of hubs and hence the subnets can be decoupled from this step. The optimization step is necessary as the random initialization might not produce the optimal network topology. SA offers a simple, well established and scalable approach for the optimization process as opposed to a brute force search.

If there are \( N \) hubs in the network and \( n \) wireless links to distribute, the size of the search space \( S \) is given by

\[
|S| = \binom{N+n}{n}.
\]

(2)

Thus, with increasing \( N \), it becomes increasingly difficult to find the best solution by exhaustive search. In order to perform SA, a metric has been established, which is closely related to the connectivity of the network. The metric to be optimized is the average distance, measured in number of hops, between all source and destination hubs. To compute this metric the shortest distances between all hub pairs are computed following the routing strategy outlined in Section 3.4. In each iteration of the SA process, a new network is created by randomly rewiring a wireless link in the current network. The metric for this new network is calculated and compared to the metric of the current network. The new network is always chosen as the current optimal solution if the metric is lower. However, even if the metric is higher we choose the new network probabilistically. This reduces the probability of getting stuck in a local optimum, which could happen if the SA process were to never choose a worse solution. The exponential probability shown in (3) is used to determine whether or not a worse solution is chosen as the current optimal:

\[
P(h, h', T) = \exp[(h - h')/T].
\]

(3)

The optimization metrics for the current and new networks are \( h \) and \( h' \) respectively. \( T \) is a temperature parameter, which decreases with the number of optimization iterations according to an annealing schedule. In this work we have used Cauchy scheduling, where the temperature varies inversely with the number of iterations [30]. The algorithm used to optimize the network is shown in Fig. 2.

Here we assume a uniform spatial traffic distribution where a packet originating from any core is equally likely to have any other core on the die as its destination. However, with other kinds of spatial traffic distributions, where the network loads are localized in different clusters, the metric for optimization has to be changed accordingly to account for the non-uniform traffic patterns as discussed later in section 4.6.

An important component in the design of the WiNoCs is the on-chip antenna for the wireless links. In the next section we describe various alternative on-chip antenna choices and their pros and cons.

3.3 On-Chip Antennas

Suitable on-chip antennas are necessary to establish wireless links for WiNoCs. In [9] the authors demonstrated the performance of silicon integrated on-chip antennas for intra- and inter-chip communication. They have primarily used metal zig-zag antennas operating in the range of tens of GHz. Design of an ultra wideband (UWB) antenna for inter- and intra-chip communication is elaborated in [32]. This particular antenna was used in the design of a wireless NoC [24] mentioned earlier in section 2. The above mentioned antennas principally operate in the millimeter wave (tens of GHz) range and consequently their sizes are on the order of a few millimeters.

If the transmission frequencies can be increased to THz/optical range then the corresponding antenna sizes decrease, occupying much less chip real estate. Characteristics of metal antennas operating in the optical and near-infrared region of the spectrum of up to 750 THz have been studied [33]. Antenna characteristics of carbon nanotubes (CNTs) in the THz/optical frequency range have also been investigated both theoretically and experimentally [10-11]. Bundles of CNTs are predicted to enhance performance of antenna modules by up to 40dB in radiation efficiency and provide excellent directional properties in far-field patterns [34]. Moreover these antennas can achieve a bandwidth of around 500 GHz, whereas the antennas operating in the millimeter wave range achieve bandwidths of tens of GHz [34]. Thus, antennas operating in the THz/optical frequency range can support much higher data rates. CNTs have numerous characteristics that make them suitable as on-chip antenna elements for optical frequencies. Given wavelengths of hundreds of nanometers to several micrometers, there is a need for virtually one-dimensional antenna structures for efficient transmission and reception. With diameters of a few nanometers and any length up to a few millimeters possible, CNTs are the perfect candidate. Such thin structures are almost impossible to achieve with traditional microfabrication techniques for metals. Virtually defect-free CNT structures do not suffer from power loss due to surface roughness and edge imperfections found in traditional metallic antennas. In CNTs, ballistic electron transport leads to quantum conductance, resulting in reduced resistive loss, which allows extremely high current densities in CNTs, namely 4-5 orders of magnitude higher than copper. This enables high transmitted powers from nanotube antennas, which is crucial for long-range communica-
The entire chip to high temperatures are used [35]. To enable localized CVD of nanotubes without exposing damage some of the pre-existing CMOS layers. To alleviate this, localized heaters in the CMOS fabrication process can help align nanotubes. However, the high-temperature CVD could potentially application of an electric field during growth or the direction of gas flow during CVD can help align nanotubes. By shining an external laser source on the CNT, scattering and radiation patterns are shown to be improved. Such nanotube antennas are good candidates for establishing on-chip wireless communications links and are henceforth considered in this work.

Chemical vapor deposition (CVD) is the traditional method for growing nanotubes in specific locations by using lithographically patterned catalyst islands. The application of an electric field during growth or the direction of gas flow during CVD can help align nanotubes. However, the high-temperature CVD could potentially damage some of the pre-existing CMOS layers. To alleviate this, localized heaters in the CMOS fabrication process to enable localized CVD of nanotubes without exposing the entire chip to high temperatures are used [35].

As mentioned above, the NoC is divided into multiple subnets. Hence, the WBs in the subnets need to be equipped with transmitting and receiving antennas, which will be excited using external laser sources. As mentioned in [7], the laser sources can be located off-chip or bonded to the silicon die. Hence their power dissipation does not contribute to the chip power density. The requirements of using external sources to excite the antennas can be eliminated if the electroluminescence phenomenon from a CNT is utilized to design linearly polarized dipole radiation sources [36]. But further investigation is necessary to establish such devices as successful transceivers for on-chip wireless communication.

To achieve line of sight communication between WBs using CNT antennas at optical frequencies, the chip packaging material has to be elevated from the substrate surface to create a vacuum for transmission of the high frequency EM waves. Techniques for creating such vacuum packaging are already utilized for MEMS applications [37], and can be adopted to make creation of line of sight communication between CNT antennas viable. In classical antenna theory it is known that the received power degrades inversely with the 4th power of the separation between source and destination due to ground reflections beyond a certain distance. This threshold separation, \( r_0 \) between source and destination antennas assuming a perfectly reflecting surface, is given by (4).

\[
\frac{\lambda}{r_0} = \frac{2\pi f^2}{c} \tag{4}
\]

Here \( H \) is the height of the antenna above the reflecting surface and \( \lambda \) is the wavelength of the carrier. Thus, if the antenna elements are at a distance of \( H \) from the reflective surfaces like the packaging walls and the top of the die substrate, the received power degrades inversely with the square of the distance until it is \( r_0 \). Thus \( H \) can be adjusted to make the maximum possible separation smaller than the threshold separation \( r_0 \) for a particular frequency of radiation used. Considering the optical frequency ranges of CNT antennas, depending on the separation between the source and destination pairs in a single chip, the required elevation is a few tens of microns only.

### 3.4 Routing and Communication Protocols

In the proposed WiNoC, intra-subnet data routing depends on the topology of the subnets. For example, if the cores within a subnet are connected in a mesh, then data routing within the subnet follows dimension order (e-cube) routing. Inter-subnet data is routed through the hubs, along the shortest path between the source and destination subnets in terms of number of links traversed. The hubs in all the subnets are equipped with a pre-routing block to determine this path through a search across all potential paths between the hubs of the source and destination subnets. In the current work, paths involving only a single wireless link and none or any number of wired links on the ring are considered. All such paths as well as the completely wired path on the ring are compared and the one with the minimum number of link traversals is chosen for data transfer. For a data packet requiring inter-subnet routing, this computation is done only once for the header flit at the hub of the originating

---

**Fig. 2.** Flow diagram for the simulated annealing based optimization of WiNoC architectures.
The header flit needs to have a field containing the address of the intermediate hub with a WB that will be used in the path. Only this information is sufficient as the header follows the default wireline path along the ring to that hub with the WB from its source, which is also the shortest path along the ring. Since each WB has a single, unique destination, the header reaches that destination and is then again routed via the wireline path to its final destination hub using normal ring routing. The rest of the flits follow the header, as wormhole routing is adopted in this paper. Considering only those paths that have a single wireless link reduces computational overheads in the WB routers as it limits the search space. As the wireless links are placed as long-distance shortcuts they are always comparable in length to the diameter of the ring. Hence the probability that a path with multiple wireless links between any source/destination pair will be shorter than paths with a single wireless link is extremely low. So in order to achieve the best trade-off between the router complexity and network performance, only paths with single wireless link are considered. Also, if two alternatives have the same number of hops, the one with the wireless link is chosen, as this will have less energy dissipation. In this routing scheme the path is predetermined at the source hub and hence, no cycles are possible. Consequently, there is no possibility of a deadlock or livelock.

An alternative routing approach is to avoid the one-time evaluation of the shortest path at the original source hub and adopt a distributed routing mechanism. In this scenario, the path is determined at each node by checking for the existence of a wireless link at that node, which if taken will shorten the path length to the final destination. If this wireless link does not exist or shorten the path in comparison to the wireline path from that node, then the default routing mechanism along the ring is followed to the next node. This mechanism performs a check at every node by computing and comparing the path lengths by using the default wireline routing or the wireless link. The adopted centralized routing performs all the checks at the original source hub, which includes all the wireless links and the wireline path from the source to the destination. We will present the comparative performance evaluation of these two schemes later in section 4.3.

By using multiband laser sources to excite CNT antennas, different frequency channels can be assigned to pairs of communicating subnets. This will require using antenna elements tuned to different frequencies for each pair, thus creating a form of frequency division multiplexing (FDM) creating dedicated channels between a source and destination pair. This is possible by using CNTs of different lengths, which are multiples of the wavelengths of the respective carrier frequencies. High directional gains of these antennas, demonstrated in [11] [34], aid in creating directed channels between source and destination pairs. In [38], 24 continuous wave laser sources of different frequencies are used. Thus, these 24 different frequencies can be assigned to multiple wireless links in the WiNoC in such a way that a single frequency channel is used only once to avoid signal interference on the same frequencies. This enables concurrent use of multi-band channels over the chip. The number of wireless links in the network can therefore vary from 24 links, each with a single frequency channel, to a single link with all 24 channels. Assigning multiple channels per link increases the link bandwidth. Currently, high-speed silicon integrated Mach-Zehnder optical modulators and demodulators, which convert electrical signals to optical signals and vice versa are commercially available [39]. The optical modulators can provide 10Gbps data rate per channel on these links. At the receiver a low noise amplifier (LNA) can be used to boost the power of the received electrical signal, which will then be routed into the destination subnet. As noted in [38], this data rate is expected to increase manifold with future technology scaling. The modulation scheme adopted is non-coherent on-off keying (OOK), and therefore does not require complex clock recovery and synchronization circuits. Due to limitations in the number of distinct frequency channels that can be created through the CNT antennas, the flit width in NoCs is generally higher than the number of possible channels per link. Thus, to send a whole flit through the wireless link using a limited number of distinct frequencies, a proper channelization scheme needs to be adopted. In this work we assume a flit width of 32 bits. Hence, to send the whole flit using the distinct frequency channels, time division multiplexing (TDM) is adopted. The various components of the wireless channel viz., the electro-optic modulators, the TDM modulator/demodulator, the LNA and the router for routing data on the network of hubs are implemented as a part of the WB. Fig. 3 illustrates the adopted communication mechanism for the inter-subnet data transfer. In this WiNoC example, we use a wireless link with 4 frequency channels. In this case, one flit is divided into 8 four bit nibbles, and each nibble is assigned a 0.1ns timeslot, corresponding to a bit rate of 10 Gbps. The bits in each nibble are transmitted simultaneously over four different carrier frequencies. The routing mechanism discussed in this section is easily extendable to incorporate other addressing techniques like multicasting. Per-
formance of traditional NoC architectures incorporating multicasting have already been investigated [40] and it can be similarly used to enhance the performance of the WiNoC developed in this work. For example, let us consider a subnet in a 16-subnet system (as in Fig. 4), which tries to send packets to 3 other subnets such that one of them is diagonally opposite to the source subnet and the other two are on either side of it. In absence of long-range wireless links, using multicasting the zero load latency for the delivery of a single flit is 9 cycles whereas without multicasting the same flit will need 11 cycles to be delivered to the respective destinations. Here the communication takes place only along the ring. However, if a wireless link exists along the diagonal from the source to the middle destination subnet then with multicasting the flit can be transferred in 5 cycles if there are 8 distinct channels in the link. Four cycles are needed to transfer a 32-bit flit to the diagonally opposite hub via the wireless links and one more hop along the ring to the final destinations on either side. The efficiency of using multicasting varies with number of channels in the link as it governs the bandwidth of the wireless link.

4 EXPERIMENTAL RESULTS

In this section we analyze the characteristics of the proposed WiNoC architectures and study trends in their performance with scaling of system size. For our experiments, we have considered three different system sizes, namely 128, 256, and 512 cores on a die of size 20mmx20mm. We observe results of scaling up the system size by increasing both the number of subnets as well as the number of cores per subnet. Hence, in one scenario, we have considered a fixed number of cores per subnet to be 16 and varied the number of subnets between 8, 16, and 32. In the other case, we have kept the number of subnets fixed at 16 and varied the size of the subnets from 8 to 32 cores. These system configurations are chosen based on the experiments explained later in section 4.3. Establishment of wireless links using simulated annealing, however, depends only on the number of hubs on the 2nd level of the network.

4.1 Establishment of Wireless Links

Initially the hubs are connected in a ring through normal wires and the wireless links are established between randomly chosen hubs following the probability distribution given by (1). We then use simulated annealing to achieve an optimal configuration by finding the positions of the wireless links which minimize the average distance between all source and destination pairs in the network. Fig. 4 shows the location of 1, 6 and 24 wireless links with 24, 4 and 1 channels respectively in a network of 16 hubs. We followed the same optimization methodology for all the other networks. The corresponding average distances for the optimized networks with different system sizes are shown in Table I. It should be noted that the particular placement of wireless links to obtain the optimal network configuration is not unique because of symmetric considerations in our setup, i.e., there are multiple configurations with the same optimal performance.

In order to establish the performance of the SA algorithm used, we compared the resultant optimization metric with the metric obtained through exhaustive search for the optimized network configuration for various system sizes. The SA algorithm produces network configurations with total average hop count exactly equal to that generated by the exhaustive search technique for the system configurations considered in this paper. However, the obtained WiNoC configuration in terms of topology is non-unique as different configurations can have the same
average hop count. Fig. 5(a) shows the number of iterations required to arrive at the optimal solution with SA and exhaustive search algorithms. Clearly the SA algorithm converges to the optimal configuration much faster than the exhaustive search technique. This advantage will increase for larger system sizes. Fig. 5(b) shows the convergence of the metric for different values of the initial temperature to illustrate that the SA approach converges robustly to the optimal value of the average hopcount with numerical variation in the temperature. This simulation was performed for a system with 32 subnets with 1 wireless link. With higher values of the initial temperature it can take longer to converge. Naturally, for large enough values of the initial temperature, the metric does not converge. On the other hand, lower values of the initial temperature make the system converge faster but at the risk of getting stuck in a local optimum. Using the network configurations developed in this subsection, we will now evaluate the performance of the WiNoC based on well-established performance metrics.

### 4.2 Performance Metrics

To characterize the performance of the proposed WiNoC architectures, we consider three network parameters: latency, throughput, and energy dissipation. Latency refers to the number of clock cycles between the injection of a message header flit at the source node and the reception of the tail flit at the destination. Throughput is defined as the average number of flits successfully received per embedded core per clock cycle. Energy dissipation per packet is the average energy dissipated by a single packet when routed from the source to destination node; both the wired subnets and the wireless channels contribute to this. For the subnets, the sources of energy dissipation are the inter-switch wires and the switch blocks. For the wireless channels, the main contribution comes from the WBs, which include antennas, transceiver circuits and other communication modules like the TDM block and the LNA. Energy dissipation per packet, $E_{pkt}$, can be calculated according to (5) below.

$$E_{pkt} = \frac{N_{intrasubnet} E_{subnet, hop} h_{subnet} + N_{intersubnet} E_{sw} h_{sw}}{(N_{intrasubnet} + N_{intersubnet})}$$

In (5), $N_{intrasubnet}$ and $N_{intersubnet}$ are the total number of packets routed within the subnet and between subnets respectively. $E_{subnet, hop}$ is the energy dissipated by a packet traversing a single hop on the wired subnet including a wired link and switch, and $E_{sw}$ is the energy dissipated by a packet traversing a single hop on the 2nd network level of the WiNoC, which has the small-world properties. $E_{sw}$ also includes the energy dissipation in the core to hub links. In (5), $h_{subnet}$ and $h_{sw}$ are the average number of hops per packet in the subnet and the small-world network.

### 4.3 Performance Evaluation

The network architectures developed earlier in this section are simulated using a cycle accurate simulator which models the progress of data flits accurately per clock cycle accounting for flits that reach destination as well as those that are dropped. One hundred thousand iterations were performed to reach stable results in each experiment, eliminating the effect of transients in the first few thousand cycles.
The mesh subnet architecture considered is shown in Fig. 1 (a). The width of all wired links is considered to be the same as the flit size, which is 32 in this paper. The particular NoC switch architecture, adopted from [41] for the switches in the subnets, has three functional stages, namely, input arbitration, routing/switch traversal, and output arbitration. The input and output ports including the ones on the wireless links have four virtual channels per port, each having a buffer depth of 2 flits [41]. Each packet consists of 64 flits. Similar to the intra-subnet communication, we have adopted wormhole routing in the wireless channel too. Consequently, the hubs have similar architectures as the NoC switches in the subnets. Hence, each port of the hub has same input and output arbiters, and equal number of virtual channels with same buffer depths as the subnet switches. The number of ports in a hub depends on the number of links connected to it. The hubs also have three functional stages, but as the number of cores increases in a subnet the delays in arbitration and switching for some cases are more than a clock cycle. Depending on the subnet sizes, traversal through these stages need multiple cycles and this has been taken into consideration while evaluating overall latency of the WiNoC. The wireless ports of the WBs are assumed to be equipped with antennas, TDM modules, and electro-optic modulators and demodulators. The various components of a WB are shown in Fig. 6. A hub consisting of only ports to wired links is also highlighted in the figure to emphasize that a WB has additional components compared to a hub. A simple flow control mechanism is adopted uniformly for wireless links in which, the sender WB stops transmitting flits only when a full signal is asserted from the receiver WB. This full signal is embedded in a control flit sent from the receiver to the sender only when the receiver buffer is filled above a predefined threshold. When the full signal is asserted, flits do not move and are blocked spanning multiple switches or hubs. This in turn can block other messages in the network as in wormhole routing. In case all buffers are full the new injected packets from the cores are dropped until new buffer space is available. A more advanced flow control mechanism could be incorporated to improve WiNoC performance further [4]. The NoC switches, the hubs, and the wired links are driven with a clock of frequency 2.5 GHz.

Fig. 7 shows throughput and latency plots as a function of injection load for a system with 256 cores divided into 16 subnets, each with 16 cores. The delays incurred by the wired links from the cores to the hub for varying number of cores in the subnets for different system sizes are shown in Table II. The delays in the inter-hub wires for varying number of subnets are also shown. As can be seen these delays are all less than the clock period of 400ps and it may be noted that the lengths of both core-to-hub and inter-hub wireline links will reduce with increase in the number of subnets as then each subnet becomes smaller in area and the subnets also come closer to each other. The delays incurred by the electro-optic signal conversions with the MZM devices are 20ps. When computing the overall system latency and throughput of the WiNoCs the delays of these individual components are taken into account. This particular hierarchical topology was selected as it provided optimum system performance. Fig. 8 shows the saturation throughputs for alternative ways of dividing the 256 core WiNoC into different numbers of subnets with a single wireless link. As can be seen from the plot all alternative configurations achieve worse saturation throughput. The same trend is observed if we vary the number of wireless links. Using the same method the suitable hierarchical division that achieves best performance is determined for all the other system sizes.
sizes. For system sizes of 128 and 512, the hierarchical divisions considered here achieved much better performance compared to the other possible divisions with either lower or higher number of subnets.

By varying the number of channels in the wireless links, various WiNoC configurations are created. We have considered WiNoCs with 1, 6, and 24 wireless links in our experiments. Since the total number of frequencies considered in this work is 24, the number of channels per link is 24, 4 and 1 respectively. As can be seen from Fig. 7, the WiNoCs with different possible configurations outperform the single wired monolithic flat mesh architecture. It can also be observed that with increasing number of wireless links, throughput improves slightly. It should be noted that even though increasing the number of links does increase the number of concurrent wireless communication links, the bandwidth on each link decreases as the total number of channels is fixed by the number of off-chip laser sources. This causes the total bandwidth over all the wireless channels to remain the same. The only difference is in the degree of distribution across the network. Consequently, network throughput increases only slightly with increasing number of wireless links.

However, the hardware cost increases with increasing numbers of links as discussed in section 4.7. Thus, depending upon whether the demand on performance is critical the designer can choose to trade-off the area overhead of deploying the maximum number of wireless links possible. However, if the constraints on area overhead are really stringent then one can choose to employ only one wireless link and consequently provide more bandwidth per link and have only a little negative effect on performance.

In order to observe trends among various WiNoC configurations, we performed further analysis. Fig. 9 (a) shows the throughput at network saturation for various system sizes while keeping the subnet size fixed for different numbers of wireless links. Fig. 9(b) shows the variation in throughput at saturation for different system sizes for a fixed number of subnets. For comparison, the throughput at network saturation for a single traditional wired mesh NoC of each system size is also shown in both of the plots. As in Fig. 7 it may be noted from Fig. 9 that for a WiNoC of any given size, number of subnets and subnet size, the throughput increases with increase in number of wireless links deployed.

As can be observed from the plots, the maximum achievable throughput in WiNoCs degrades with increasing system size for both cases. However, by scaling up the number of subnets, the degradation in throughput is smaller compared to when the subnet size is scaled up. By increasing the subnet size, we are increasing congestion in the wired subnets and load on the hubs and not fully using the capacity of the high speed wireless links in the upper level of the network. When the number of subnets scales up, traffic congestion in the subnets does not get worse and the optimal placement of the wireless links makes the top level network very efficient for data transfer. The effect on throughput with increasing system size is therefore marginal.

To determine the energy dissipation characteristics of the WiNoCs, we first estimated the energy dissipated by the antenna elements. As noted in [11], the directional gain of MWCNT antennas we propose to use is very high. The ratio of emitted power to incident power is around
-5dB along the direction of maximum gain. Assuming an ideal line-of-sight channel over a few millimeters, transmitted power degrades with distance following the inverse square law. Therefore the received power $P_R$ can be related to the transmitted power $P_T$ as

$$P_R = \frac{G_T A_R}{4\pi R^2} P_T.$$  \hspace{1cm} (6)

In (6), $G_T$ is the transmitter antenna gain, which can be assumed to be -5dB [11]. $A_R$ is the area of the receiving antenna and $R$ is the distance between the transmitter and receiver. The energy dissipation of the transmitting antennas therefore depends on the range of communication. The area of the receiving antenna can be found by using the antenna configuration used in [11]. It uses a MWCNT of diameter 200nm and length $7\lambda$, where $\lambda$ is the optical wavelength. The length $7\lambda$ was chosen as it was shown to produce the highest directional gain, $G_T$, at the transmitter. In one of the setups in [11], the wavelength of the laser used was 543.5nm, and hence the length of the antenna is around 3.8μm. Using these dimensions, the area of the receiving antenna, $A_T$ can be calculated.

The noise floor of the LNA [42] is -101dBm. Considering the MZM demodulators cause an additional loss of up to 3dB over the operational bandwidth, the receiver sensitivity turns out to be $-98$dBm in the worst case. The length of the longest possible wireless link considered among all WiNoC configurations is 23mm. For this length and receiver sensitivity, a transmitted power of 1.3mW is required. Considering the energy dissipation at the transmitting and receiving antennas, and the components of the transmitter and receiver circuitry such as the MZM, TDM block and the LNA, the energy dissipation of the longest possible wireless link on the chip is 0.33 pJ/bit.

The energy dissipation of a wireless link, $E_{\text{Link}}$, is given as

$$E_{\text{Link}} = \sum_{i \in k} (E_{\text{antenna},i} + E_{\text{transceiver},i}),$$  \hspace{1cm} (7)

where $m$ is the number of frequency channels in the link and $E_{\text{antenna},i}$ and $E_{\text{transceiver},i}$ are the energy dissipations of the antenna element and transceiver circuits for the $i$th frequency in the link.

The network switches and hubs are synthesized from a RTL level design using 65nm standard cell libraries from CMP [43], using Synopsys Design Vision and assuming a clock frequency of 2.5 GHz. A large set of data patterns were fed into the gate-level netlists of the network switches and hubs, and by running Synopsys™ Prime Power, their energy dissipation was obtained.

The energy dissipation of the wired links depends on their lengths. The lengths of the interswitch wires in the subnets can be found by using the formula

$$l_M = \frac{l_{\text{edge}}}{M - 1}.$$  \hspace{1cm} (8)

Here, $M$ is number of cores along a particular edge of the subnet and $l_{\text{edge}}$ is the length of that edge. A 20mmx20mm die size is considered for all system sizes in our simulations. The inter-hub wire lengths are also computed similarly as these are assumed to be connected by wires parallel to the edges of the die in rectangular dimensions only. Hence, to compute inter-hub distances along the ring, parallel to a particular edge of the die, (8) is modified by changing $M$ to the number of hubs along that edge and $l_{\text{edge}}$ to the length of that particular edge. In each subnet the lengths of the links connecting the switches to the hub depend on the position of the switches as shown in Fig. 1(a). The capacitances of each wired link, and subsequently their energy dissipation, were obtained through HSPICE simulations taking into account the specific layout for the subnets and the 2nd level of the ring network.

Figs. 10 (a) and (b) show the packet energy dissipation for each of the network configurations considered in this work. The packet energy for the flat wired mesh architecture is not shown as it is higher than that of the WiNoCs by orders of magnitude, and hence cannot be shown on the same scale. The comparison with the wired case is shown in Table III in the next subsection along with another hierarchical wired architecture.

From the plots it is clear that the packet energy dissipation increases with increasing system size. However, scaling up the number of subnets has a lower impact on the
average packet energy. The reason for this is that the throughput does not degrade much and the average latency per packet also does not change significantly. Hence, the data packets occupy the network resources for less duration, causing only a small increase in packet energy. However, with an increase in subnet size, the throughput degrades noticeably, and so does latency. In this case, the packet energy increases significantly as each packet occupies network resources for a longer period of time. With an increase in the number of wireless links while keeping the number of subnets and subnet size constant, the packet energy decreases. This is because higher connectivity of the network results in higher throughput (or lower latency), which means that packets get routed faster, occupy network resources for less time, and consume less energy during the transmission. Since the wireline subnets pose the major bottleneck as is made evident by the trends in the plots of Figs 9 and 10 their size should be optimized. In other words, smaller subnets imply better performance and lower packet energies. Hence, as a designer one should target to limit the size of the subnets as long as the size of the upper level of the network does not impact the performance of the overall system negatively. The exact optimal solution also depends on the architecture of the upper level of the network, which need not be restricted to the ring topology chosen in this work as an example.

The adopted centralized routing strategy is compared with the distributed routing discussed in section 3.4 for a WiNoC of size 256 cores split into 16 subnets with 16 cores in each. Twenty four wireless links were deployed in the exact same topology for both cases. With distributed routing the throughput was 0.67 flits/core/cycle whereas with centralized routing it was 0.72 flits/core/cycle as already noted in Fig. 7, which is 7.5% higher. Centralized routing results in a better throughput as it finds the shortest path whereas the distributed routing uses non-optimal paths in some cases. Hence, the distributed routing has lower throughput. The distributed routing dissipates a packet energy of 31.2 nJ compared to 30.8 nJ with centralized routing. This is because on an average the number of path length computation with the distributed routing is more per packet, as this computation occurs at every intermediate WB. However, with centralized routing each hub has additional hardware overhead to compute the shortest path by comparing all the paths using the wireless links. This hardware area cost is discussed in section 4.7.

4.4 Comparison with wired NoCs

We evaluated the performance of the WiNoCs in terms of energy dissipation compared to different wired NoC architectures. As demonstrated in the last subsection, with increase in system size, increasing the number of subnets while keeping the subnet size fixed is a better scaling strategy; hence, we followed that in the following analysis.

The first wired architecture considered was the conventional flat mesh architecture. Table III quantifies the energy dissipation per packet of the WiNoC and the wired architectures for various system sizes. The WiNoC configuration with 24 wireless links was chosen because it has the lowest packet energy dissipation among all the possible hybrid wired/wireless configurations. It is evident that the WiNoC consumes orders of magnitude less energy compared to the flat wired mesh network. Fig. 11 shows the contributions of the various components of the packet energy dissipation for the WiNoC with 24 wireless links and the flat mesh architecture for a system size of 256 cores. The contributions of the antenna and the transceiver, which constitute the wireless link energy, are shown separately from the wireline links of the upper level small-world network. The largest contribution to packet energy in WiNoC is from the wireless and wireline link traversals combined in the upper level small-world network.
network. This is because on an average a large portion of the packets travel through the upper level of the WiNoC to reach other subnets. However as this level has very small average path length due to its small-world nature and due to the low power wireless channels the absolute value of this energy dissipation is very small.

The performance of the flat mesh NoC architectures can be improved by incorporating express virtual channels (EVC), which connect the distant cores in the network by bypassing intermediate switches/routers. It is demonstrated that the switch/router energy dissipation of the baseline mesh architecture is improved by about 25-38% depending on the system size by using dynamic EVCs. The energy dissipation profile is improved by another 8% over the EVC scheme by using low-swing, multi-drop, ultra low latency global interconnect (G-Lines) for the flow control signals [4]. Recently a number of papers have shown the possibility of communicating near speed-of-light across several millimeters on a silicon substrate. Among them, low swing, long range, and ultralow-latency communication wires as proposed in [44] achieve higher bandwidth at lower power consumption [4]. G-lines use a capacitive pre-emphasis transmitter that increases the bandwidth and decreases the voltage swing without the need of an additional power supply. To avoid cross-talk, differential interconnects are implemented with a pair of twisted wires. A decision feedback equalizer is employed at the receiver to further increase the achievable data rate. It is evident that though introduction of EVCs improves the energy dissipation profile of a flat wired mesh NoC, the achievable performance gain is still limited compared to the gains achieved by the WiNoCs. This is because the basic architecture is still a flat mesh and the savings in energy principally arises from bypassing the intermediate NoC switches.

As a next step, we undertook a study where we compared the energy dissipation profile of the proposed hybrid NoC architecture using wireless links to that of the same hierarchical network using G-Lines as long-range communication links. To do so, we replaced the wireless links of the WiNoCs by the G-Lines while maintaining the same hierarchical topology with shortcuts in the upper level. Here, each G-line link is designed such that it has the same bandwidth as the wireless link it replaces. Thus the overall throughput and end-to-end latency of the hierarchical NoC with G-line links is the same as that of the WiNoC. We performed simulations in 65nm technology. The lumped wire resistance is 20 ohms/mm, and the capacitance is 400fF/mm. The simulated power dissipation is found to be 0.6mW/transmitter and 0.4mW/receiver. In order to achieve the same bandwidth as the wireless links in our experiments, multiple G-line links are used in place of a single wireless channel between a pair of source and destination hubs. For example, a single G-line can sustain a bandwidth of around 2.5 Gbps for a wire length of 11 mm, whereas each wireless channel can sustain a bandwidth of 10 Gbps. Therefore, to maintain the same data rate as provided by a single wireless channel, we need 4 G-lines between a source and destination pair separated by 11 mm. Moreover, since each G-line works on differential signals, we will need 8 wires to replace a single wireless link in this case.

The packet energy dissipation for a WiNoC and hierarchical NoC with G-line links are also shown in Table III for various system sizes. The WiNoC’s energy per packet consumption is one order of magnitude less compared to the hierarchical NoC with G-line links of the same bandwidth as the wireless channels. This experiment was conducted to highlight the savings in energy dissipation due to two factors viz., the architectural innovation proposed here and the use of on-chip wireless links in place of highly optimized wired connections. The difference in energy dissipation between the flat wired mesh NoC and the hybrid NoC with G-Lines arises primarily due to the architecture proposed here. The difference in energy dissipation between the WiNoCs and the hybrid NoC with G-lines is solely due to the use of wireless channels. Fig. 12 shows the energy dissipation of a wireless link considered in this paper and that of the G-line link as a function of communication distance between source and destination WBs considered here. This shows how high the energy dissipation of a G-line link of the same bandwidth as the wireless link is. The impact of this is reflected in the packet energy dissipation profiles shown in Table III, which is obtained after full system simulation using these links. Table IV shows the percentage of packet energy dissipated on the wired and wireless links for a WiNoC with 128 cores divided into 16 subnets. The percentage of packet energy dissipated on the G-line links replacing the wireless links are also shown to signify the trade-off in energy dissipation as more wireline (G-Line) links are replaced with the wireless links for a single network configuration. As shown in Tables III and IV the hierarchical NoC with G-line links dissipate higher packet energy than the WiNoC and the long distance G-line links dissipate a considerably larger proportion of that high packet energy.

![Fig. 12. Energy dissipation per bit on G-line and wireless links with varying link lengths.](image-url)
Another wireline architecture developed in [2] uses long range wired shortcuts to design a small world network over a basic mesh topology. We considered a system size of 128 cores and eight wireless shortcuts were optimally deployed on a basic wireline mesh following the scaling trend outlined in [2]. The chosen WiNoC configuration was 16 subnets with 8 cores in each with 8 wireless links. The throughput of the wireline small-world NoC proposed in [2] was 0.26 flits/core/cycle, which is 18.7% more than that of a flat mesh NoC. In comparison the WiNoC had a throughput of 0.75 flits/core/cycle. This huge gain was due to the hierarchical division of the whole NoC as well as the high bandwidth wireless links used in creating the shortcuts. The packet energy dissipation for the NoC proposed in [2] for the configuration mentioned above is 984nJ. This energy dissipation is about 25% less than the packet energy dissipation in a flat mesh. However, even this packet energy is an order of magnitude higher than that of the WiNoC for the same size of 128 cores as shown in Table III.

From the above analysis it is clear that the proposed WiNoC architectures outperform their corresponding wired counterparts significantly in terms of all the relevant network parameters. Moreover, the WiNoC is much more energy efficient compared to an exactly equivalent hierarchical wired architecture implemented with the recently proposed high bandwidth low latency G-lines as the long-range communication links.

### 4.5 Comparative analysis with other emerging NoC paradigms

There are several emerging paradigms which enhance the performance of NoCs using nontraditional technology such as three dimensional integration, photonic interconnects, RF interconnect (RF-I) and on-chip wireless communication using UWB links. In this subsection we perform a comparative analysis to establish the relative performance benefits achieved by using these alternative techniques with specific system parameters. We consider a system with 128 cores and packet size of 64 flits. We map this to a 3D mesh-based NoC with four layers as in [14]. The photonic NoC architecture was adopted from [7]. For the RF-I NoC, we followed the architecture of [8] with eight sectors. For the UWB NoC, we followed the design shown in [24]. Fig. 13 shows the achievable overall network bandwidth and the packet energy dissipation per unit bandwidth for all the different NoCs using alternative interconnect technologies. We considered the packet energy dissipation per unit bandwidth as the various NoCs are capable of achieving different network throughputs. The WiNoC considered in this comparison had 16 subnets. Due to the multi-hop nature of communication, relatively higher transceiver energy, and lower achievable bandwidth, the UWB NoC dissipates 432.9 nJ/Tbps, which is orders of magnitude more compared to all the other alternative solutions. That’s why UWB NoC energy is not shown in the same plot. The achievable bandwidth of this architecture is 1.04Tbps which is also lower than that of the other emerging alternatives considered here.

It can be observed that among all the emerging NoC architectures, the hybrid WiNoC proposed in this paper has the lowest packet energy dissipation per unit bandwidth and it also has the highest peak bandwidth. This is because in the WiNoC each of the 24 wireless channels can sustain a data rate of 10Gbps. WiNoC reduces the average hop count compared to both the 3D and RF-I NoCs. The photonic NoC considered in the comparative evaluation requires an electrical control network to configure photonic switching elements which uses a flat wireline mesh NoC. This causes overheads and hence limits its performance. However, this overhead can be reduced for longer packets. The lower bandwidth of the RF-I NoC compared to the WiNoC is due to the fact that it is essentially a flat wireline architecture as it uses a waveguide overlayed on an existing wireline mesh. The drop points to the RF-I become hotspots limiting the performance of the RF-I NoC. However, an alternative photonic NoC architecture, Corona, demonstrated in [45] employs an optical network amalgated onto a 3D chip. This particular architecture achieves a higher bandwidth than the WiNoC as it takes advantage of both photonic links and 3D integration simultaneously. For a uniform traffic distribution, Corona with 256 cores is shown to achieve a bandwidth of 4.5Tbps. In comparison a 256 core WiNoC segmented into 16 subnets with 24 wireless links can achieve a peak bandwidth of 1.8Tbps for the same traffic pattern. A more detailed performance benchmarking across all emerging NoC paradigms for various system parameters is the subject of a future investigation.

### 4.6 Traffic dependent wireless link insertion

So far we assumed a uniformly random spatial distribution of traffic between the hubs. We also principally considered the distance between the hubs to be the deciding factor for choosing the positions of the wireless links. However, in reality there could be non-uniform traffic distributions with a particular pair of hubs communicating more frequently between themselves than with the others. In order to optimize our network for such non-
uniform traffic scenarios we modify (1) and also the optimization metric, which was based only on distances between cores earlier. Equation (1) is modified as shown below in (9).

\[ P_{ij} = \frac{h_{ij}f_{ij}}{\sum_{i,j}h_{ij}f_{ij}} \]  

In (9), \( f_{ij} \) is the frequency of communication between the \textit{i}th source and \textit{j}th destination. This frequency is expressed as the percentage of traffic generated from \textit{i} that is addressed to \textit{j}. This frequency distribution is based on the particular application mapped to the overall NoC and is hence set prior to wireless link insertion. Therefore, the \textit{apriori} knowledge of the traffic pattern is used to optimize the WiNoC. This optimization approach establishes a correlation between traffic distribution across the NoC and network configuration as in [46]. The optimization metric, which was just the sum of distances between all possible source and destination pairs of hubs in the previous experiments, needs to be modified to factor in the effect of non-uniform traffic:

\[ \mu = \sum_{i,j} h_{ij}f_{ij} \]  

where, \( \mu \) is the optimization metric. In this particular case, equal weight is attached to distance as well as frequency of communication in the metric. Using this modified metric the simulated annealing algorithm is used to insert the wireless links for optimized performance. To represent non-uniform traffic patterns we considered both synthetic and application-specific traffic patterns.

We considered two types of synthetic traffic to evaluate the performance of the proposed WiNoC architecture. First, a \textit{transpose} traffic pattern [2] was considered where a certain number of hubs were considered to communicate more frequently with each other. We considered 1, 3 and 5 such pairs and called them \textit{transpose1}, \textit{transpose3} and \textit{transpose5} respectively. The system size considered was 128 with 16 subnets and 4 wireless links. Fifty percent of packets generated from one of these hubs were targeted towards the other in the pair. The other synthetic traffic pattern considered was the \textit{hotspot} [2], where each hub communicates with a certain number of hubs more frequently than with the others. We have considered three such hotspot locations to which all other hubs send 50% of the packets that originate from them. To represent application-based traffic patterns, two scientific applications were mapped onto the 128-core NoC considered here. First, a 256-point fast Fourier transform (FFT) application was considered, wherein each core performs a 2-point radix-2 FFT computation. Secondly, the traffic pattern generated in performing multiplication of two 128x128 matrices was considered.

For all the above non-uniform traffic distributions, the SA algorithm achieves the optimal configuration faster than the exhaustive search, though it takes more iterations than the case with uniform traffic distribution.

Fig. 14 shows the maximum throughput at network saturation for non-uniform traffic distributions with and without wireless links. For the transpose traffic, the pairs of nodes are chosen along the diagonals of the ring topology of the upper level of the network to incorporate the worst-case effect on the throughput due to non-uniform traffic. Without any long-range wireless links, the throughput of the network decreases with increase in the number of transpose pairs. As these pairs are placed along the diagonals of the ring the amount of multi-hop communication increases and that affects the throughput. But by inserting the wireless links between these highly communicating hubs, the throughput increases significantly. It is evident from Fig. 14 that with increase in the number of highly communicating pairs, insertion of the wireless links brings significantly more performance gain. When the traffic is uniform, insertion of the wireless links improves the performance by around 104%. In the case of non-uniform traffic distribution with 5 transpose pairs, the performance improvement is 243%. The optimization of the network configuration for hotspot traffic also yields similar results where the gain in throughput becomes 209%. For the FFT and the matrix multiplication applications, the percentage improvements in throughput are 209% and 226% respectively. In case of the application-specific non-uniform traffic patterns, the wireless links are inserted depending on the mutual interactions among various cores of the system giving a preference to more frequently communicating subnets. For each application-specific traffic pattern, the wireless link insertion process finds a corresponding optimum network configuration.

Due to this inherent correlation between the optimization of the network configuration and the traffic pattern, the gains in throughput with non-uniform traffic are larger than that with uniform traffic.
4.7 Area Overheads

In this section we present a detailed analysis of the area overhead involved in overall wireless deployment in the hierarchical WiNoC. A key advantage of CNT antennas is that they are nanoscale structures with diameters of only a few hundreds of nanometers. The length of the nanotubes required for the WiNoCs vary in the range of a few microns. Hence the areas of the antenna elements themselves are very small. The area of the transceiver circuits required per wireless port is the total area required for the TDM modulator/demodulator, the MZM modulator/demodulator and the LNAs. The area overhead for a link varies depending upon the number of channels per link as the TDM modulator/demodulator complexity changes with number of channels per link. Table V summarizes the area overheads required for different number of wireless links. The area complexity increases with increase in the number of wireless links deployed in the WiNoC but is significantly less than the silicon area of the hubs.

The arbitration, data routing and storage components of the hubs have area cost depending upon the number of ports per hub. The number of wireline ports in turn, varies with the number of cores in the subnets. The number of wireline ports is equal to two more than the number of cores in each subnet due to two neighboring hubs that each hub is connected with, in addition to the cores in the subnet. This area cost is independent of the deployment of the wireless links as the wireless links are just extra ports deployed to the hubs whose area is already quantified. Fig. 15 shows the total area cost of WiNoCs of various system sizes with different numbers of subnets. Since flat mesh switches still exist in the WiNoCs the total area is the sum of the areas of the flat mesh switches and the hubs. The additional silicon area overhead due to the hubs is at the most 25% for the system configurations considered in this work. This area cost analysis is done for hubs which implement the centralized routing strategy adopted throughout the paper. However, due to the higher complexity of the routers in this strategy compared to that in the distributed routing strategy the area of each hub is up to 10% higher with the centralized routing than with distributed routing.

The core-hub and the inter-hub wireline links are additional wiring overheads, which depend on the number and size of subnets. Fig. 16 shows the total wiring requirements of various lengths for a 20mm x 20mm die for the various system configurations considered in this work. The wiring requirements for a flat mesh architecture are shown for comparison. There are only a very few 10 mm long links in the 128 core WiNoC and hence is not apparent in the figure. It may be noted that in the WiNoC there are no inter-subnet direct core to core links as inter-subnet communication occurs through the hubs. Hence, WiNoCs eliminate a number of wireline links along the subnet boundaries which are present in the flat mesh topology.

5 CONCLUSIONS AND FUTURE WORK

In this work, we propose and evaluate the performance of Wireless Network-on-Chip (WiNoC) architectures used as communication backbones for multi-core systems. By establishing long-range wireless links between distant cores and incorporating small-world network architectures, the WiNoCs are capable of outperforming
their more traditional wired counterparts in terms of network throughput, latency, and energy dissipation. With increase in system size, increasing the number of subnets provides an efficient scaling technique without significantly degrading system performance. The architectural innovations proposed in this work are made possible by the use of low power and high speed wireless links capable of communicating directly between distant parts of the chip in a single hop. The gains in network performance metrics are in part due to the architecture and the rest is due to the adopted high bandwidth, energy efficient wireless links. Optimum placement of the wireless links based on non-uniform traffic distribution improves the performance of the WiNoC significantly more compared to a uniform traffic scenario.

As a part of this work, we evaluated performance of the WiNoC with respect to other emerging NoC architectures for a specific system configuration. In ongoing and future investigations, we intend to establish a detailed benchmarking methodology to compare and contrast the performance of WiNoCs with the other alternatives by varying system size, packet length, traffic patterns and other relevant parameters. More efficient and scalable techniques will also be developed for optimizing the WiNoC architectures, specifically in presence of complex transient workloads. It is well known that manufacturing processes of CNTs are defect prone and hence in order to make WiNoCs with CNT antennas a reality appropriate fault tolerant mechanism need to be incorporated to fully leverage the high-bandwidth and low-power wireless links. In the future, a hybrid NoC with wired as well as wireless links can deliver the target performance of multicore chips by utilizing the benefits of both.
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