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Abstract

In this paper, we present a novel built-in self-test methodology for testing the inter-switch links of network-on-chip (NoC) based chips. This methodology uses a high-level fault model that accounts for crosstalk effects due to inter-wire coupling. The novelty of our approach lies in the progressive reuse of the NoC infrastructure to transport test data to its own components under test in a bootstrap manner, and in extensively exploiting the inherent parallelism of the data transport mechanism to reduce the test time and implicitly the test cost.
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1. Introduction and background

Networks on Chip (NoC) [1] [2] interconnect infrastructures are emerging as a new paradigm that characterizes the on-chip data communication architecture of large Systems-on-Chip (SoCs). In general, two types of NoC architectures have been proposed to date for implementation: (i) regular interconnection structures derived from parallel computing, and (ii) irregular, custom-built NoC fabrics. Kumar [3] proposed a mesh-based interconnect architecture named CLICHE. Dally et al. [4] suggested a torus-based architecture. Both of these architectures consist of an m x n mesh of switches interconnecting computational resources (IPs) placed along with the switches. Guerrier and Greiner [5] proposed the use of a tree-based interconnect (SPIN) and addressed system level design issues. In [6] and [7], the authors describe an interconnect architecture based on the Butterfly-Fat-Tree (BFT) topology for a networked SoC, as well as the associated design of the required switches and addressing mechanisms.

Any new design methodology will only be widely adopted if it is complemented by efficient test mechanisms. To date, the NoC test methodologies are mainly concerned with the testing of the functional IP cores, using the communication infrastructure as a Test Access Mechanism (TAM) [9]. Our work complements this approach by developing the test strategy for the interconnect infrastructure itself. The test strategy of NoC-based interconnect infrastructures needs to address two problems [10]: (i) testing of the switch blocks; (ii) testing of the inter-switch interconnect segments. In [11] we proposed two schemes for testing the combinational blocks of the switches, based on uni- and multi-cast transmission of test-data packets through the switching fabric. Here, we specifically propose and evaluate a test methodology suitable for the NoC inter-switch links.

The NoC interconnects are characterized by poor controllability and observability, due to the fact that they are deeply embedded and spread across the chip. Pin-count limitations restrict the use of I/O pins dedicated for the test of the different components of the data-transport medium; therefore, we propose a built-in self-test (BIST) scheme for the test of the inter-switch links that takes into account fault models specific for the deep-submicron (DSM) technologies.

2. Related work

Since the inception of SoC designs, the research community has targeted principally the testing of the IP cores, giving little emphasis to the testing of their communication infrastructures. Among the different test access mechanisms, TestRail [12] can be mentioned as one of the first to address core-based test of SoCs. After the emergence of the NoC design paradigm, different research groups proposed the reuse of the communication infrastructure as a TAM [9] [12]. In [13] the authors assumed the NoC fabric as fault-free and subsequently used it to transport test data to the functional blocks; however, for large systems, this assumption can be unrealistic, considering the complexity of the design and communication protocols. In [14], the authors proposed a dedicated TAM based on an on-chip network, where network oriented mechanisms were used to deliver test data to the functional cores of the SoC. In [15], Cuviello et al. proposed a novel fault model for the global interconnects of DSM SoCs that accounts for cross-talk effects between a set of aggressor lines and a victim line. This fault model is referred to as Maximum Aggressor Fault (MAF) and it occurs when the signal transition on a single interconnect line (called the victim line) is affected through cross-talk by transitions on all the intersecting lines.
other interconnect lines (called the aggressors) due to the presence of the crosstalk effect. In this model, all the aggressor lines switch in the same direction simultaneously.

The objective of this work is to develop an efficient, low overhead BIST methodology for testing the NoC interconnects based on DSM fault models.

2.1 MAF model and tests

The Maximal Aggressor Fault [15] model is an abstract representation of the set of all defects that can lead to one of the six crosstalk errors: rising/falling delay, positive/negative glitch, and rising/falling speed-up. The possible errors corresponding to the MAF fault model are presented in Fig. 2 for a link consisting of 3 wires. The signals on lines $Y_1$ and $Y_2$ act as aggressors, while $Y_3$ is the victim line. The aggressors act collectively to produce a delay, glitch or speed-up on the victim.

This abstraction covers a wide range of defects including design errors, design rules violations, process variations and physical defects. For a link consisting of $N$ wires the MAF model assumes the worst-case situation with one victim line and $(N-1)$ aggressors. For links consisting of a large number of wires, considering all such variations is prohibitive from a test coverage point of view [16].

Figure 2: Possible crosstalk errors under the MAF model [15]

The transitions needed to sensitize the MAF faults can be easily derived from Fig. 2. For an inter-switch link consisting of $N$ wires, a total of $6N$ faults need to be tested, requiring $6N$ 2-vector tests. These $6N$ MAF faults cover all the possible process variations and physical defects that can cause any crosstalk effect on any of the $N$ interconnects. They also cover more traditional faults such as stuck-at, stuck-open and bridging faults. Since the corresponding $6N$ tests are known a priori, it is reasonable to use self-test structures that generate the MAF-required tests, with the additional advantage of being able to perform at-speed testing of NoC links.

We validated the accuracy of the MAF models at the link level through SPICE-level simulation, using typical inter-wire coupling capacitances and wire resistances as provided by [21]. However, SPICE-level simulation for a realistic NoC fabric is not feasible; hence, we developed a high-level simulation method, using combined behavioural/structural HDL models of the inter-switch links and test circuitry. The simulation framework we developed to integrate the MAF fault model with our built-in self test methodology is illustrated in Fig. 3.

![Figure 3: NoC BIST simulation environment with MAF error injection, test data generator/error detector and link under test](image)

In our experiments crosstalk defects were injected into the NoC links under test by introducing behavioural-level interconnect errors that model the DSM crosstalk effects. Different behavioural errors were generated, corresponding to each of the MAF faults shown in Fig. 2. We refer to these as MAF errors. The effects of process variations beyond admissible limits on the characteristics of the MAF faults were modeled by varying the temporal properties of the MAF errors. For example, the width of the positive/negative glitches and the duration of rising/falling delays can be varied to simulate the variation of inter-wire mutual coupling capacitances due to process variations. Depending on the test vectors and process parameters variation, the error generator injects crosstalk errors, which are subsequently captured by the test error detector (TED) block.

3. Test requirements

The inter-switch links of a NoC system can be broadly classified as either unidirectional or bidirectional. Their test requirements and test implementation differ accordingly.

Unidirectional transactions

In most of the examples found in practice and literature, the NoC links are unidirectional, in which case the implementation of the self-test structures is simple, a test-generator/test-detector pair sufficing for each link.

Bidirectional transactions

The crosstalk effects may vary when the interconnect lines are driven in different directions, the main reasons being transmission line effects and variations in drivers and loads. Consequently, if in normal operation the inter-switch links are bidirectional, the test has to be conducted in both directions.

Switch-to-switch transactions

The switch-to-switch links are exposed to crosstalk errors due to the fact that they are the longest global wires on the chip (with the exception of clock and power lines). Therefore, it is paramount that the inter-switch links be tested against the crosstalk effects that can occur during the transport of data from one switch to another.

4. Self-test structures

The basic building blocks of our BIST methodology are the test data generator (TDG) and the test error detector...
(TED) circuits. The TDG produces the test sequence consisting of 2-bit patterns as explained in Section 2.1. The test vectors are launched on the link under test at the normal operating clock speed from the transmitter side of the link, and then sampled and compared for logical consistency at the receiver side of the link by the TED circuit. In our implementation, the TED samples the values on the inter-switch links on the next active clock edge, thus allowing at most one clock cycle for the test data to travel from the transmitter to the receiver end [23]. Due to the fact that the crosstalk effects are highly dependent on the size of drivers and loads, the test data must be launched before the link drivers, and sampled after the buffers on the receiver side.

Figure 4: Test data generator (TDG) and error detector (TED)

In the more general case when, due to clock cycle constraints, the inter-switch links are pipelined using techniques such as FIFO insertion or flop-repeated wires [24], the data may require more than one clock cycle to travel from the transmitter switch to the destination switch. Even in these cases, the occurrence of crosstalk effects can still negatively affect the correct functionality and timing characteristics of the NoC fabrics, making crosstalk-aware testing a must-have feature.

4.1 Test data generator

Each possible MAF on a victim line of a link requires a two-vector test sequence to be sensitized. The test sequence exhibits some useful properties which allow for a compact and efficient design of the TDG/TED circuits:

a) For each test vector, the logic values on the aggressor lines are the opposite of that on the victim line;

b) After having applied the exhaustive set of test sequences for a particular victim line, the test sequence of the adjacent victim line can be obtained by shifting (rotating) the test data by exactly one bit.

The transition from one test vector to another can be concatenated such that the number of test vectors needed to sensitize the MAF faults can be reduced from twelve vectors per wire to eight, as shown in Fig. 5.

The test data analyzer is designed based on these two properties, and consists of a finite state machine and a barrel-shifter controlled by a victim line counter. The state machine generates the logical values corresponding to the MAF tests in eight distinct states s1 to s8. In an s1-to-s8 cycle, the state machine produces eight vectors. During each cycle, one line is tested and is assigned the victim logic values, while the rest of the lines get the aggressor values. The selection of the victim wire is achieved by the victim line counter which controls the barrel shifter such that for the first eight test cycles, the first wire of the link is configured as the victim; during the second set of eight test cycles, the second wire is configured as the victim, and so on and so forth. After each eight-vector sequence, the barrel-shifter shifts by one bit position, and an identical eight-vector sequence is applied now with a new corresponding wire acting as the victim. This procedure continues until all the lines of the link are exhausted. The state machine starts from the idle state s0 and executes a transition s0-to-s1 as soon as it gets an active T_start signal. For each individual line, the state machine cycles through states s1 – s8, and returns to the idle state s0 upon completion of N eight-vector sequences.

According to the specific design style of the inter-switch links, only a subset of the MAF crosstalk effects may be of interest. In these cases, the state machine that generates the MAF tests will only possess the appropriate subset of states.

Figure 5: a) Test sequence for wire i; b) State machine for MAF patterns generation

4.2 Test error detector

The task of the error detector is to verify the correctness of each transition generated by the two-vector pairs for each victim line, for all the MAF cases (i.e., df, dr, gp, gn, sr, s8). In order to assess the correctness of the transitions, the error detector block generates locally a set of N eight-vector patterns identical to the one generated by the TDG block, but delayed by one clock cycle. This ensures that, for the df and dr MAFs, the maximum allowable delay of a signal on any of the victim wires is less than one clock cycle. The logical comparison is carried out by an XOR network that compares the data sampled at the receiver with the data generated locally. If the two sets do not coincide, an error flag is raised marking that the link failed the MAF test.

In the more general case where the inter-switch lines are multi-cycle paths, the TED circuits must generate the MAF tests with a delay equal to the pipeline length of the inter-switch link. The TED circuits may differ with respect to the amount of delay they introduce (in multiples of the clock cycle); however, the implementation can remain essentially identical to the one in Fig. 5.

We developed and simulated parameterized VHDL models of the TDG and TED blocks explained above. These models are parameterized in terms of the number of lines per inter-switch link, and can be easily instantiated to fit different width requirements of a NoC chip. We synthesized and verified our designs using an ASIC standard cell design flow based on a TSMC 0.13 μm CMOS technology. Table 1 reports the area overhead of these blocks in terms of minimum-size 2-input NAND gates, for different link widths.
5. Distributed/concurrent test of NoC inter-switch links

So far in this paper, we have presented the fault model and the basic hardware blocks required for a self-test implementation of the NoC inter-switch links. A system-wide test implementation has to satisfy the specific requirements of the NoC fabric and exploit its highly parallel and distributed nature for an efficient realization. In fact, it is advantageous to combine the testing of the NoC inter-switch links with that of the other NoC components (i.e., the switch blocks) in order to reduce the total silicon area overhead. In this view, we suggest that the MAF test vectors be organized in test packets consisting of the actual patterns (derived according to Fig. 2), control signals, and a header containing the routing information, as indicated in Fig. 6.

![Figure 6: MAF test packet](image)

Next, we propose three different strategies for implementing the self-test methodology based on the MAF fault model.

5.1 Point-to-point MAF self test

This is a simple, straightforward realization of the MAF BIST in which each link is tested with the help of a pair of TDG/TED blocks placed at the transmitter and receiver ends, respectively. For each link, the test configuration is similar to the case shown in Fig. 3.

The advantages of this method are ease of implementation (no other control circuitry is required) and short test time, since all the links can be tested simultaneously. One disadvantage of this approach is the amount of silicon real-estate that it consumes, since it requires one TDG/TED pair per link.

5.2 Interleaved unicast MAF test

The use of one TDG for each link can be eliminated by interleaving the test of the NoC links and the test of the switches. In [11] we presented a test data transport mechanism for delivering test patterns from an on-chip or off-chip test source to the NoC switches. The test data was generated off-line and transported in a sequential-recursive manner, using the upstream tested switches to transport test data to the downstream switches-under-test. The switches have two modes of operation: the test mode, in which test data is scanned-in/captured/scanned-out, and a normal mode in which test patterns are transported towards the next switch to be tested. The idea behind this approach is to use the NoC infrastructure progressively for testing its own elements in a recursive manner. This strategy eliminates the need for additional test access mechanisms for delivering test data to the NoC components under test. This principle can be extended by combining the MAF test sequences with the test packets directed to the switches. As shown in Fig. 7, a Global Test Controller (GTC) block injects the test packets intended to the NoC switches, and interleaves those with the MAF test packets. Thus, a single TDG block is required to generate the MAF test patterns for all inter-switch links. The MAF test data is organized in test packets and a header is appended that identifies the link to be tested. The header also contains a field for carrying the T_start signal, and the routing information, which describes a path along previously tested, fault-free switches and links.

![Figure 7: Interleaved unicast MAF test](image)

As soon as the test packet reaches the link-under-test, the header is discarded, the TED circuit is enabled (T_start signal is active) and starts comparing the MAF data generated locally with the incoming test vectors. Whenever a mismatch is encountered, the error flag is raised and the test procedure is halted.

5.3 Interleaved multicast MAF test

The inherent parallelism of the NoC communication fabrics can be exploited with the goal of achieving a shorter test time while maintaining a reduced test area overhead. Instead of delivering the MAF test packets in a serial fashion, multiple packets can be sent over non-overlapping links, such that more than one link at a time is subjected to the test procedure.

We will refer to this type of MAF test data transport as multicast MAF test, since a single TDG circuit is used, multiple links are tested at the same time, and MAF test packets travel toward the links under test on multiple parallel paths. In order to support multicast MAF test, the NoC must have built-in multicast capabilities. This feature is relatively easy to implement and it is discussed in more detail in [19] and [20]. For the sake of completeness, here we briefly present the main features and requirements of a NoC multicast implementation.

We consider the case of a wormhole routed NoC, where the data packets are divided into smaller fixed length units, called flits (flow control units). The header flit of a packet contains the routing information. Upon arrival at an intermediate switch, the header flit is decoded, the next switch on the path is determined and the subsequent flits simply follow on this reserved path in a pipelined fashion. To incorporate multicasting, the addressing mechanism has to be

<table>
<thead>
<tr>
<th>Link width (bits)</th>
<th>TDG (2-input NAND gates)</th>
<th>TED (2-input NAND gates)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>287</td>
<td>314</td>
</tr>
<tr>
<td>32</td>
<td>471</td>
<td>506</td>
</tr>
<tr>
<td>64</td>
<td>812</td>
<td>886</td>
</tr>
</tbody>
</table>

For comparison, the typical size of a NoC switch including the FIFO buffers is around 30K gates [6], resulting in a very low extra silicon area for MAF self-test implementation.

Table 1: Test area overhead of basic BIST blocks
modified, as incoming flits will be directed to more than one switch at a time.

The header of a multi-destination message must carry the destination nodes addresses. To route a multi-destination message, a switch must be equipped with a method for determining the output ports to which a multicast message must be simultaneously forwarded.

One way to implement multicasting is to simply unicast multiple times, at the cost of significantly increasing the latency. The all-destination encoding is another simple scheme in which all destination addresses are carried by the header. This encoding scheme has two main advantages. First, the same routing hardware can be used for both single- and multi-destination messages. Second, the message header can be processed on the fly as the address flits arrive. However, the drawback of this scheme is that as the number of switch blocks of the NoC increases, the header length increases accordingly and thereby may result in significant overhead.

A form of header encoding that can accomplish multicast to an arbitrary set of destinations and also limits the size of the header is known as bit-string encoding [20]. A multi-destination worm with a bit-string encoded header carries an encoding of the destinations, which consists of of an N-bit string, with a ‘1’ bit in the i’th position indicating that switch i is a multicast destination. To decode a bit-string encoded header, a switch must possess knowledge of the switches reachable through each of its output ports [19]. The reachability information can be encoded using a similar N bit string for each output port with 1’s denoting switches reachable via the respective output port. When a multi-destination worm with a bit-string encoded header arrives at a switch, the switch compares the bit-string in the header with the reachability information associated with each of its output ports.

When a multicast MAF test packet reaches a switch that possesses links to be tested, it is forwarded simultaneously to all the untested adjacent links. Hence, all these links are tested in parallel, reducing the test time significantly. Fig. 8 illustrates the succession of two multicast test sequences for a subset of inter-switch links of a mesh-based NoC topology.

6. Experimental results

We implemented the three BIST schemes (point-to-point, unicast, multicast) on an 8-by-8 mesh NoC architecture, similar to the one in Fig. 1a. In each case, we designed and synthesized the hardware blocks used by the corresponding BIST scheme using a standard cell library in a CMOS 130 nm TSMC technology and Synopsys’s synthesis tools. The efficiency of each approach was evaluated with respect to the test time and silicon area required.

For the unicast and multicast MAF tests, we used source routing [22] to establish the path of the test packets, due to its simple and area-efficient implementation.

The correct functionality of the BIST mechanism was verified by comparing the individual outputs of the TED blocks with the outputs of the error generator. Several sets of randomly perturbed coupling capacitances were considered and simulations were run with each of these sets. For all simulation runs, the BIST mechanism consistently reported the detection of all the injected errors correctly, confirming the correct functionality of the BIST mechanism.

<table>
<thead>
<tr>
<th>BIST type</th>
<th>Test time (clock cycles)</th>
<th>Test area overhead (2-input NAND gates)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point-to-point</td>
<td>50 x 10^3</td>
<td>166404</td>
</tr>
<tr>
<td>Interleaved unicast</td>
<td>124 x 10^6</td>
<td>89112</td>
</tr>
<tr>
<td>Interleaved multicast</td>
<td>42 x 10^4</td>
<td>90026</td>
</tr>
</tbody>
</table>

Table 2 shows the test time and area overhead for a mesh-based NoC with 64 switches, interconnected with unidirectional pairs of 64-bit wide links. Note that the point-to-point BIST is the fastest one while the interleaved unicast is the slowest (approx. 3 orders of magnitude slower than the point-to-point BIST). The multicast BIST offers a good compromise between the test time and test area overhead (approx. one order of magnitude test time reduction and half the area). As an example, the MAF test time of a NoC chip with a rated clock of 1 GHz, would be 50 ms for the point-to-point method, 124 s for the unicast BIST, and 420 ms for the multicast method. The area numbers in Table 2 take into account the Global Test Controller (GTC) blocks in Figs. 7 and 8.

6.1 Limitations

Crosstalk between global wires routed closely is one of the main causes that affect signal integrity in DSM chips. Designers can employ crosstalk avoidance codes (CAC) in order to mitigate crosstalk effects [17] [18]. CACs are implemented by dedicated coder-decoder circuits that reduce the amount of self- and mutual switching occurring on the data lines. Therefore, the MAF tests are irrelevant when applied directly to links that transport CAC-coded data in normal operation, since the worst-case 2-vector patterns of the MAF tests will never appear as valid functional data.

On the other hand, applying MAF tests at the inputs of CAC coders can cause coverage loss. Consider the case of a simple CAC, i.e., the forbidden pattern code (FPC) [17] for a 4-bit data link \( d_3d_2d_1d_0 \) coded to a 5-bit codeword \( c_4c_3c_2c_1c_0 \), referred to as FPC(4,5). According to this code, the MAF 2-pattern test sequence (0000, 1101) is translated by the CAC coder into (00000, 11011). The original MAF pattern tests for a positive glitch on \( d_i \) and stuck-at-0 faults on \( d_o, d_i \) and \( d_o \). However, because of the use of FPC, the MAF fault and one of the stuck-at-0 faults are not sensitized. This example illustrates that MAF tests may have to take into account the potential existence of special coding techniques such as crosstalk avoidance codes.
7. Conclusions

We have developed and demonstrated a self-test methodology for at-speed testing of inter-switch links in NoC communication fabrics based on the MAF fault models. The self-test methodology involves the insertion of the test structures, such as test data generators, and error detectors, into the NoC medium. We have also proposed and investigated different options for reducing the test area overhead by reusing the NoC elements and by exploiting the inherent parallelism of the on-chip networks. The parameterized test structures have been synthesized and simulated. We validated our approach by applying it to a 64-switch NoC and simulating the BIST at HDL level. We have also presented potential limitations of the MAF tests.

8. Acknowledgements

The authors wish to acknowledge support from Micronet, PMC-Sierra, Gennum, NSERC and CMC. The authors also thank S. Chemla of L'Ecole Politechnique Universitaire de Marseille for help with simulations.

9. References


