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Abstract—The finite-difference time-domain (FDTD) method has received considerable attention recently. The popularity of this method stems from the fact that it is not limited to a specific geometry and it does not restrict the constitutive parameters of a scatterer. Furthermore, it provides a direct solution to problems with transient illumination, but can also be used for harmonic analysis. However, researchers have limited their investigations to materials that are either isotropic or that have diagonal permittivity, conductivity, and permeability tensors. In this paper, we derive the necessary extension to the FDTD equations to accommodate nondiagonal tensors. Excellent agreement between FDTD and exact analytic results is obtained for a one-dimensional anisotropic scatterer.

I. INTRODUCTION

The finite-difference time-domain (FDTD) method was first proposed by Yee [1] as a direct solution of Maxwell’s time-domain curl equations. In this algorithm, one begins by making a judicious discretization of space-time. The temporal and spatial derivatives in Maxwell’s curl equations are then approximated by difference equations, and, finally, the resulting difference equations are solved for the fields at the “next” time step in terms of values at “previous” time steps. In this manner, a leapfrog algorithm is used to obtain the fields for all space-time given the incident field and knowledge of the fields throughout space at some initial time. Taflove and Brodwin later developed the correct stability criterion for FDTD [2]. Since then, Taflove and his colleagues, as well as many others, have produced a large body of literature covering many applications of and enhancements to the FDTD algorithm (for a survey, see [3]). Part of the success of FDTD is due to the development of absorbing boundary conditions (ABC’s) that absorb energy propagating from the interior to the edge of the computational mesh. Currently, two of the more popular ABC’s are those of Mur [4] and Liao [5], [6].

The majority of FDTD applications have assumed scattering from or propagation through a material that is both nondispersive and isotropic. Recently, Luebbers et al. developed an algorithm for frequency-dependent materials [7], called (FD)^2/3TD, which was used to obtain the reflection coefficients from plasma layers [8]. Nickisch and Franke [9] have also developed an FDTD algorithm for dispersive materials. Taflove and Umashankar [10], Beker et al. [11], and Strikler and Taflove [12] have published results using FDTD with anisotropic materials. However, their work has been restricted to materials with diagonal tensors, and the resulting equations are nearly identical to those used in the original Yee algorithm. As will be shown, off-diagonal terms produce coupling of temporal derivatives in the curl equations and the resulting difference equations are considerably different from the diagonal-tensor case.

We are interested in accurately modeling scattering from composite materials such as those used in the construction of modern aircraft and automobiles. These materials often have embedded carbon fibers that produce a high conductivity in a particular direction and hence are anisotropic. If sheets of this type of material are sandwiched together

Fig. 5. Computed RCS for a reflector with a cavity-backed dipole feed at a threat frequency in the antenna operating band. (Feed dimensions are twice those shown in Fig. 1.)

Fig. 1 could not be scaled up by a factor of 2 along with the feed. However, Fig. 5 shows the in-band RCS of the feed with a $\lambda/2$ reflector $(f/D = 0.491)$, which clearly identifies the load contribution.

IV. CONCLUSIONS

A method of moments solution for the scattering from a parabolic reflector antenna with a cavity-backed dipole feed has been presented. The solution is valid at any frequency, but because of the need to include a large number of azimuthal modes for convergence, the memory requirements are severe. At low out-of-band frequencies, the dipole is not a significant contributor to the total RCS. To reduce the computer run time the dipole can be neglected, in which case the azimuthal modes become independent and each of the diagonal blocks of $X$ can be inverted separately. At threat frequencies in the operating band of the antenna, the dipole contribution is significant, but only at angles near boresight ($\theta = 0^\circ$).
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and the fibers in each sheet are not parallel and/or orthogonal, it is impossible to model the material with diagonal tensors. Instead, the off-diagonal elements of the tensor must be accommodated.

In this paper, we outline the steps needed to obtain the FDTD time-stepping equations for a general three-dimensional anisotropic scatterer. The simplified equations for a one-dimensional scatterer are then examined. We use these equations to obtain the reflection coefficients for a layered material that consists of three slabs of an anisotropic material. Excellent agreement is shown between FDTD and exact analytic results.

II. FDTD FOR ANISOTROPIC MATERIAL

In anisotropic material, the electric flux density is related to the electric field by a permittivity tensor, \( \mathbf{D} = \varepsilon \mathbf{E} \), which can be written as

\[
\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix} =
\begin{bmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{yx} & \varepsilon_{yy} & \varepsilon_{yz} \\
\varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz}
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}.
\]

(1)

Similarly, the conduction current and electric field are related through a conductivity tensor, \( \mathbf{J} = \sigma \mathbf{E} \). We will restrict ourselves to nonmagnetic materials so that the magnetic flux density and the magnetic field are related by \( \mathbf{B} = \mu_0 \mathbf{H} \), where \( \mu_0 \) is the permeability of free space. For this case, Maxwell’s curl equations are

\[
\nabla \times \mathbf{E} = -\mu_0 \frac{\partial \mathbf{H}}{\partial t},
\]

(2)

\[
\nabla \times \mathbf{H} = \mathbf{J} + \varepsilon \frac{\partial \mathbf{E}}{\partial t}.
\]

(3)

The FDTD algorithm assumes that space is discretized so that each field quantity is available only at a unique location. These locations are given by the Yee cell shown in Fig. 1. The Yee cell specifies the spatial location where each field is available, but it is further assumed that \( \mathbf{E} \) is temporally available only at integer values of \( \Delta t \), while \( \mathbf{H} \) is available a half time step away. This discretization leads naturally to the following notation: assuming the argument \((x, y, z, t)\) is evaluated at points \((i\Delta x, j\Delta y, k\Delta z, n\Delta t)\), the function \( A(x, y, z, t) \) can be written \( A_{n,i,j,k} \). Initially, we will use the \( i, j, k \) spatial subscript as a “generic” index; i.e., it does not truly give the location where the field is evaluated. For example, in the following equation, the term \( H_{n+\frac{1}{2},i,j,k}^{\text{ref}} \) appears. However, referring to Fig. 1, \( H_z \) is not available at the location \( i, j, k \) but is found at \( i, j, k+\frac{1}{2} \). Thus, when the fields are evaluated, the \( j \) and \( k \) indices must be increased by \( +\frac{1}{2} \) throughout the equation. We will return to this issue after obtaining the needed difference equations.

An approximation to (2) can be obtained at the point \((i\Delta x, j\Delta y, k\Delta z, n\Delta t)\) by approximating the derivatives by difference equations; then the magnetic field at time \( n + \frac{1}{2} \) can be obtained in terms of previously obtained quantities. For \( H_z \) we obtain

\[
\frac{\Delta t}{\mu_0} \left( \frac{1}{\Delta z} \left( E_{n+1/2,i,j,k}^{\text{ref}} - E_{n-1/2,i,j,k}^{\text{ref}} \right) \right) = \frac{1}{\Delta y} \left( E_{n,i,j+1/2,k}^{\text{ref}} - E_{n,i,j-1/2,k}^{\text{ref}} \right).
\]

(4)

Similar equations can be obtained for \( H_y \) and \( H_x \). Since it was assumed that the material was nonmagnetic, these equations are the same as those that apply to isotropic material and are given in any standard FDTD reference (e.g. [1]-[3]).

Separating (3) into scalar components yields the following three equations:

\[
\frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial z} = \sigma_{yx} E_z + \sigma_{xy} E_y + \sigma_{xz} E_z,
\]

\[
\frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} = \sigma_{yz} E_x + \sigma_{zy} E_y + \sigma_{yy} E_z,
\]

\[
\frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial z} = \sigma_{xz} E_z + \sigma_{zx} E_x + \sigma_{xx} E_z.
\]

(5)

Note that the off-diagonal terms cause each of the three temporal derivatives of the electric field to appear on the right-hand side of these equations. When these terms vanish, the temporal derivatives decouple and the electric field at the next time step can be obtained in a simple manner from previous values as was done for the magnetic fields. We will consider \( E \) at the point \((i\Delta x, j\Delta y, k\Delta z, (n + \frac{1}{2})\Delta t)\). Even though the electric fields are not explicitly available at the time \( n + \frac{1}{2} \), they may be approximated, for example, by

\[
E_{n+1/2,i,j,k}^{\text{ref}} \approx \frac{1}{2} \left( E_{n+1,i,j,k}^{\text{ref}} + E_{n,i,j,k}^{\text{ref}} \right),
\]

(6)

where similar approximations apply to \( E_x \) and \( E_y \). The temporal derivatives may be approximated by

\[
\frac{\partial E_x}{\partial t} \approx \frac{1}{\Delta t} \left( E_{n+1,i,j,k}^{\text{ref}} - E_{n,i,j,k}^{\text{ref}} \right).
\]

Again, similar approximations apply to the derivatives of \( E_y \) and \( E_z \). Using these discretizations, the \( x \) component of Ampere’s law (5) can be written

\[
\frac{\partial H_x}{\partial y} = \frac{\partial H_y}{\partial z} = \sigma_{yx} E_z + \sigma_{xy} E_y + \sigma_{xz} E_z.
\]

(7)

Similar expressions hold for the \( y \) and \( z \) components. In these expressions, only quantities at time step \( n + 1 \) are unknown while all other values are either known explicitly or can be interpolated from other known values. These equations can be written in matrix form and solved for the electric field at the next time step. We obtain
\[
\begin{bmatrix}
E_{i,j,k}^{n+\frac{1}{2}} \\
E_{y,i,j,k}^{n+\frac{1}{2}} \\
E_{z,i,j,k}^{n+\frac{1}{2}}
\end{bmatrix} = \left( \frac{1}{\Delta x} + \frac{1}{\Delta y} \right)^{-1} \left\{ \begin{bmatrix}
\frac{\partial H_y}{\partial y}_{i,j,k}^{n+\frac{1}{2}} - \frac{\partial H_z}{\partial z}_{i,j,k}^{n+\frac{1}{2}} \\
\frac{\partial H_z}{\partial z}_{i,j,k}^{n+\frac{1}{2}} - \frac{\partial H_x}{\partial x}_{i,j,k}^{n+\frac{1}{2}} \\
\frac{\partial H_x}{\partial x}_{i,j,k}^{n+\frac{1}{2}} - \frac{\partial H_y}{\partial y}_{i,j,k}^{n+\frac{1}{2}}
\end{bmatrix} + \left( \frac{1}{\Delta x} - \frac{1}{\Delta y} \right) \begin{bmatrix}
E_{i,j,k}^{n} \\
E_{y,i,j,k}^{n} \\
E_{z,i,j,k}^{n}
\end{bmatrix} \right\}
\]

(11)

Although the solution to this equation is rather cumbersome, it can be obtained in a straightforward manner. We will limit ourselves here to consideration of the \(E_x\) component.

\[
E_{i,j,k}^{n+\frac{1}{2}} = \frac{1}{\delta} \left\{ \left[ \left( \frac{c}{\Delta t} + \frac{\sigma_x}{2} \right) \left( \frac{c}{\Delta t} - \frac{\sigma_x}{2} \right) - \left( \frac{c}{\Delta t} + \frac{\sigma_x}{2} \right) \left( \frac{c}{\Delta t} - \frac{\sigma_x}{2} \right) \right] \right\}
\]

\[
\begin{bmatrix}
\frac{c}{\Delta t} - \frac{\sigma_x}{2} \\
\frac{c}{\Delta t} + \frac{\sigma_x}{2} \\
\frac{c}{\Delta t} - \frac{\sigma_x}{2}
\end{bmatrix} \begin{bmatrix}
E_{i,j,k}^{n+\frac{1}{2}} \\
E_{y,i,j,k}^{n+\frac{1}{2}} \\
E_{z,i,j,k}^{n+\frac{1}{2}}
\end{bmatrix} + \left( \frac{c}{\Delta t} - \frac{\sigma_x}{2} \right) \left( \frac{c}{\Delta t} - \frac{\sigma_x}{2} \right) \begin{bmatrix}
E_{i,j,k}^{n} \\
E_{y,i,j,k}^{n} \\
E_{z,i,j,k}^{n}
\end{bmatrix}
\]

(12)

where \(\delta\) is the determinant of the matrix \(\left( \frac{1}{\Delta x}I + \frac{1}{\Delta y}I \right)\). When the off-diagonal terms are zero, (12) reduces to the standard FDTD equation for \(E_x\). As mentioned previously, the \(i,j,k\) indices used in the previous equations were not meant to give the true location where the fields are available. To implement these equations we must consider the actual locations of the field quantities. In the Yee cell (Fig. 1), electric field quantities are only found at the following locations:

\[
E_x \text{ at } ((i + \frac{1}{2})\Delta x, j \Delta y, k \Delta z, n \Delta t),
\]

(13)

\[
E_y \text{ at } ((i \Delta x, (j + 1) \Delta y, k \Delta z, n \Delta t),
\]

(14)

\[
E_z \text{ at } ((i \Delta x, j \Delta y, (k + \frac{1}{2}) \Delta z, n \Delta t).
\]

(15)

Therefore, (12) would be used to find \(E_{i,j,k}^{n+\frac{1}{2}}\) which requires the use of \(E_{i+,j,k}^{n+\frac{1}{2}}, E_{y,i+,j,k}^{n+\frac{1}{2}}, E_{z,i+,j,k}^{n+\frac{1}{2}}, E_{i-,j,k}^{n+\frac{1}{2}}, E_{y,i-,j,k}^{n+\frac{1}{2}}, E_{z,i-,j,k}^{n+\frac{1}{2}},\) and \(E_{y,i+,j,k+\frac{1}{2}},\) but these values are not available directly from the FDTD grid. Instead, they must be interpolated from neighboring quantities. Thus, the following approximations are used for \(E_x\) and \(E_y:\)

\[
E_{i+,j,k+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{4} \left( E_{i+,j+\frac{1}{2},k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{i+,j-\frac{1}{2},k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{i+,j,k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{i+,j,k-\frac{1}{2}}^{n+\frac{1}{2}} \right)
\]

(16)

\[
E_{y,i+,j,k+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{4} \left( E_{y,i+,j+\frac{1}{2},k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{y,i+,j-\frac{1}{2},k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{y,i+,j,k+\frac{1}{2}}^{n+\frac{1}{2}} + E_{y,i+,j,k-\frac{1}{2}}^{n+\frac{1}{2}} \right)
\]

(17)

Magnetic field quantities are only found as follows:

\[
H_x \text{ at } ((i + 1) \Delta x, j \Delta y, (k + \frac{1}{2}) \Delta z, (n + \frac{1}{2}) \Delta t)
\]

(18)

\[
H_y \text{ at } ((i + \frac{1}{2}) \Delta x, j \Delta y, (k + \frac{1}{2}) \Delta z, (n + \frac{1}{2}) \Delta t)
\]

(19)

\[
H_z \text{ at } ((i + \frac{1}{2}) \Delta x, (j + 1) \Delta y, k \Delta z, (n + \frac{1}{2}) \Delta t)
\]

(20)
Therefore, the spatial derivatives of the magnetic field can be obtained using the following approximations:

\[
\frac{\partial H_z}{\partial z} \bigg|_{i,j,k+\frac{1}{2}} = \frac{1}{4\Delta z} \left( H_x^{n+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}} + H_x^{n+\frac{1}{2},j-\frac{1}{2},k+\frac{1}{2}} - H_x^{n+\frac{1}{2},j+\frac{1}{2},k-\frac{1}{2}} - H_x^{n+\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}} \right) \tag{21}
\]

\[
\frac{\partial H_z}{\partial x} \bigg|_{i,j,k+\frac{1}{2}} = \frac{1}{4\Delta x} \left( H_y^{n+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}} + H_y^{n+\frac{1}{2},j+\frac{1}{2},k-\frac{1}{2}} - H_y^{n+\frac{1}{2},j-\frac{1}{2},k+\frac{1}{2}} - H_y^{n+\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}} \right) \tag{22}
\]

\[
\frac{\partial H_z}{\partial y} \bigg|_{i,j,k+\frac{1}{2}} = \frac{1}{4\Delta y} \left( H_z^{n+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}} + H_z^{n+\frac{1}{2},j+\frac{1}{2},k-\frac{1}{2}} - H_z^{n+\frac{1}{2},j-\frac{1}{2},k+\frac{1}{2}} - H_z^{n+\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}} \right) \tag{23}
\]

\[
\frac{\partial H_z}{\partial y} \bigg|_{i,j,k+\frac{1}{2}} = \frac{1}{4\Delta y} \left( H_x^{n+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}} + H_x^{n+\frac{1}{2},j+\frac{1}{2},k-\frac{1}{2}} - H_x^{n+\frac{1}{2},j-\frac{1}{2},k+\frac{1}{2}} - H_x^{n+\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}} \right) \tag{24}
\]

The remaining two derivatives, \(\frac{\partial H_x}{\partial x} \bigg|_{i,j,k+\frac{1}{2}}\) and \(\frac{\partial H_y}{\partial y} \bigg|_{i,j,k+\frac{1}{2}}\), are obtained in the usual manner directly from the FDTD grid. Using (16), (17), and (21)–(24) in (12) yields the complete expression for \(E_z^{n+1}|_{i,j,k+\frac{1}{2}}\). Similar expressions can easily be obtained for \(E_x\) and \(E_y\).

### III. ONE-DIMENSIONAL CASE

The equations outlined in the previous section can be greatly simplified for a one-dimensional scatterer. In the remainder of this paper we will restrict spatial variation to the \(x\)-direction so that \(\frac{\partial}{\partial y} = \frac{\partial}{\partial z} = 0\). The Yee cell then reduces to points along a line as shown in Fig. 2. Furthermore, we will assume that there is no coupling from the \(x\) component into the \(y\) and \(z\) components, and \textit{vice versa}. Therefore, for a \(y\)- or \(z\)-polarized incident wave, there will be no \(x\) component of the electric and magnetic fields.

Using these assumptions, the magnetic field is given by

\[
H_x^{n+\frac{1}{2}} = 0
\]

\[
H_y^{n+\frac{1}{2}} = H_y^{n+\frac{1}{2}} + \frac{\Delta t}{\mu_0 \Delta x} (E_z^{n+1}|_{i+1,j,k} - E_z^{n}|_{i,j,k}) \tag{25}
\]

\[
H_z^{n+\frac{1}{2}} = H_z^{n+\frac{1}{2}} - \frac{\Delta t}{\mu_0 \Delta x} (E_x^{n+1}|_{i,j,k} - E_x^{n}|_{i,j,k}) \tag{26}
\]

and the electric field is given by

\[
E_x^{n+1}|_{i+1,j,k} = 0
\]

\[
E_y^{n+1}|_{i,j+1,k} = \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{xy}}{\Delta t} + \frac{\sigma_{xy}}{2} \right) \left( \frac{\varepsilon_{yy}}{\Delta t} + \frac{\sigma_{yy}}{2} \right) \left[ \frac{\varepsilon_{yy}}{\Delta t} \sigma_{yy} + \frac{\varepsilon_{yy}}{\Delta t} + \frac{\varepsilon_{yy}}{\Delta t} - \frac{\sigma_{yy}}{2} \right] E_y^{n}|_{i,j,k} + \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{yx}}{\Delta t} + \frac{\sigma_{yx}}{2} \right) \left( \frac{\varepsilon_{yx}}{\Delta t} + \frac{\sigma_{yx}}{2} \right) \left[ \frac{\varepsilon_{yx}}{\Delta t} \sigma_{yx} + \frac{\varepsilon_{yx}}{\Delta t} + \frac{\varepsilon_{yx}}{\Delta t} - \frac{\sigma_{yx}}{2} \right] E_y^{n}|_{i,j+1,k} \right)
\]

\[
E_x^{n+1}|_{i,j,k} = \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{xx}}{\Delta t} + \frac{\sigma_{xx}}{2} \right) \left( \frac{\varepsilon_{xx}}{\Delta t} + \frac{\sigma_{xx}}{2} \right) \left[ \frac{\varepsilon_{xx}}{\Delta t} \sigma_{xx} + \frac{\varepsilon_{xx}}{\Delta t} + \frac{\varepsilon_{xx}}{\Delta t} - \frac{\sigma_{xx}}{2} \right] E_x^{n}|_{i,j,k} + \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{yx}}{\Delta t} + \frac{\sigma_{yx}}{2} \right) \left( \frac{\varepsilon_{yx}}{\Delta t} + \frac{\sigma_{yx}}{2} \right) \left[ \frac{\varepsilon_{yx}}{\Delta t} \sigma_{yx} + \frac{\varepsilon_{yx}}{\Delta t} + \frac{\varepsilon_{yx}}{\Delta t} - \frac{\sigma_{yx}}{2} \right] E_x^{n}|_{i+1,j,k} \right)
\]

\[
E_y^{n+1}|_{i,j,k} = \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{yy}}{\Delta t} \right) E_y^{n+1}|_{i,j,k} + \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{yx}}{\Delta t} \right) E_x^{n+1}|_{i,j,k} + \frac{1}{\Delta x} \left( H_y^{n+\frac{1}{2},j+\frac{1}{2},k} - H_y^{n+\frac{1}{2},j-\frac{1}{2},k} \right)
\]

\[
E_z^{n+1}|_{i,j,k} = \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{zz}}{\Delta t} \right) E_z^{n+1}|_{i,j,k} + \frac{\delta}{\Delta t} \left( \frac{\varepsilon_{zx}}{\Delta t} \right) E_x^{n+1}|_{i,j,k} + \frac{1}{\Delta x} \left( H_z^{n+\frac{1}{2},j+\frac{1}{2},k} - H_z^{n+\frac{1}{2},j-\frac{1}{2},k} \right)
\]

where \(\delta\) is still the determinant of \((\frac{\sigma_{yy}}{\Delta t} + \frac{1}{2}\bar{\sigma})\). Note that these equations are only marginally more complicated than the isotropic FDTD equations.
TABLE I
MATERIAL PARAMETERS

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness</th>
<th>Permeability</th>
<th>Permittivity</th>
<th>Conductivity S/m</th>
</tr>
</thead>
</table>
| 1     | 3.75 mm   | \(\mu_0\)   | \(43\varepsilon_0\) | \[
\begin{pmatrix} 0.0 & 0.0 & 0.0 \\ 0.0 & 12.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \end{pmatrix}
\] |
| 2     | 3.75 mm   | \(\mu_0\)   | \(43\varepsilon_0\) | \[
\begin{pmatrix} 0.0 & 0.0 & 0.0 \\ 0.0 & 8.5 & 8.5 \\ 0.0 & 8.5 & 8.5 \end{pmatrix}
\] |
| 3     | 3.75 mm   | \(\mu_0\)   | \(43\varepsilon_0\) | \[
\begin{pmatrix} 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 12.0 \end{pmatrix}
\] |

The permeability and permittivity of the sample are isotropic while the conductivity is anisotropic. The ordering of the elements in the conductivity tensor is the same as in (1).

---

Fig. 2. The Yee cell reduced to one dimension.

---

Fig. 3. The \(z\)-polarized incident field and the reflected fields. The \(y\) component of the reflected field has been scaled by a factor of 10.

---

Fig. 4. The magnitude of the reflection coefficients as a function of frequency.

IV. RESULTS FOR ONE-DIMENSIONAL CASE

To demonstrate the capability of the anisotropic FDTD algorithm, we will consider a layered material that consists of three slabs of anisotropic material. The parameters chosen for this example are based on those of an actual carbon fiber composite material used in modern aircraft. In each layer, we will assume the conductivity is high in the direction parallel to the fibers and negligible in the perpendicular direction. It is also assumed that the fiber orientation in each layer is rotated by 45° relative to the preceding layer. It is further assumed that the only variation is in the \(x\) direction; i.e., the planar boundaries between layers are perpendicular to the \(x\) axis. The specific parameters for this case are given in Table I. These values indicate that the fibers are parallel to the \(y\) direction in the first layer and parallel to the \(z\) direction in the third. In the second layer, the fiber orientation forms a 45° angle with both the \(y\) and \(z\) axes. The permittivity and permeability are isotropic.

Owing to the anisotropic conductivity of this material, a \(z\)-polarized incident wave will produce a scattered field with both \(y\) and \(z\) components. Thus, for a \(z\)-polarized incident wave, we must define the reflection coefficient \(\Gamma_{zz}\), which is the ratio of the \(z\) component of the scattered field to the \(z\) component of the incident field, and the reflection coefficient \(\Gamma_{yz}\), which is the ratio of the \(y\) component of the scattered field to the \(z\) component of the incident field. Using the FDTD equations given in Section III, the fields reflected from this material sample can be easily calculated. Furthermore, by illuminating the material with a pulse and recording the transient incident and scattered fields, the frequency dependence of the reflection coefficients can be determined through the use of Fourier transforms.

Fig. 3 shows the incident \(z\)-polarized wave that was used to illuminate the sample described in Table I. This is a Gaussian pulse that falls off to one ten-thousandth of the peak value after 800 time steps and each time step, \(\Delta t\), is 156.25 fs. The spatial step size, \(\Delta x\), used in the FDTD calculation was 93.75 \(\mu m\) so that each layer was 40.\(\Delta x\) thick. Fig. 3 also shows the \(z\) component of the reflected field obtained from the anisotropic FDTD code. For the sake of clarity, the \(y\) component of the reflected field in Fig. 3 has been multiplied by a factor of 10; i.e., actual values are one-tenth those shown in the figure.

Using the permittivity and conductivity tensors for a given layer of anisotropic material, one can calculate the propagation constants and polarizations of the two eigenmodes of plane-wave propagation [13].
V. CONCLUSIONS

We have extended the FDTD algorithm to accommodate nonzero off-diagonal elements in the permittivity and conductivity tensors. This permits the study of a much broader class of materials than was previously possible. Excellent agreement is obtained between an exact analytic method and the anisotropic FDTD algorithm for a one-dimensional scatterer. Although the traditional FDTD algorithm can accommodate anisotropic materials, it is restricted to anisotropies that produce diagonal tensors. For diagonal tensors, the resulting equations are substantially unchanged from those originally used by Yee. However, many situations can arise, such as the example considered in this paper, where the tensors cannot be diagonalized. Therefore, the extensions provided here become essential for any FDTD analysis of general anisotropic materials.
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